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1. Bevezetés: A talaj összetétele
A talaj a földkéreg legfelső rétege, ami összetételében és tulajdonságaiban a föld egyes pontjain nagymértékben eltérő lehet. Azonban bárhonnan is származzon egy talajminta, annak összetevő nagyvonalakban megegyeznek. Legnagyobb arányban szervetlen ásványok találhatóak benne (kb. 45 %), illetve víz és levegő (mindkettő kb. 20-30%). A fennmaradó részt szerves anyagok adják, melyeknek nagy része növények és állatok maradványaiból számrazik (pl. humusz, kb. 80%), és csak kisebb része a még élő növények és állatok.

1. ábra: A talaj általános összetétele [1]
A talaj szilárd része a fentieken túl több részre bontható. Az agyagos részt (angolul „clay materials”) azok a szemcsék alkotják, melyek átmérője  2 µm-nél kisebb.[2] Ez legnagyobb arányban agyagásványokból áll (alumínium-szilikátok) melyekre jellemző, hogy réteges szerkezeteket alkotnak, ahol a rétegek közötti összetartó erő kisebb, mint a rétegen belüli. Mellettük azonban előfordulhatnak ebben a mérettartományban egyéb ásványok is, pl. oxidok és különféle káliumsók. Oxidok közül a leggyakoribb komponensek a különböző vasoxidok, alumíniumoxidok, míg a többi előforduló oxid (pl. Mn és Ti oxidjai) sokkal kisebb arányban van jelen. A CaCO3 és a CaSO4 a két legfőbb kalciumtartalmú összetevő, és bizonyos talajoknál akár 50%-os arányban is jelen lehetnek. [2] 
	A szerves hányad a különféle élőlények maradványaiból származik, és összetevői számos szűkebb kategóriába sorolhatók. Talajminták esetén általában oldhatóságuk alapján osztják kategóriákba őket (savban, szervetlen bázisban, alkoholban oldódó). E szerves vegyületek általában hidrofób tulajdonágúak, ami meghatározza a többi talajalkotóval való kölcsönhatásukat. Bár a különböző fémoxidokra, kalciumvegyületekre is jellemző, hogy az agyagásvány struktúrák nagy fajlagos felülete miatt adszorbeálódnak azokon, ez a kölcsönhatás jóval jelentősebb a szerves molekulák esetében. Az adszorpciójukat számos jelenség elősegíti, például ilyen a kationcsere, ligandumcsere, és a hidrogénhidak kialakulása. Az egyik legfontosabb a humin és fulvinsavak kölcsönhatása az agyagásványok felszínével, amihez, e ásványok negatív töltésű felülete miatt többszörös töltésű fémionok jelenléte (Fe3+, Al3+) szükséges, melyek koordinációs komplexet képeznek a szerves vegyületekkel.
A fentiek mellet a talaj szilárd hányadához tartoznak a nagyméretű szilárd szemcsék is (pl. homok). A nagy szemcsék és a finom agyagásványok aránya nagymértékben meghatározza a talaj legfontosabb, víztárolással kapcsolatos tulajdonságait, amit a 4. fejezetben fogok kifejteni.
A talaj folyadékfázisát a víz, illetve a vizes oldatok adják. A folyadék és szilárd fázisok között, a határrétegen folyamatos oldott anyag transzport történik. A talaj, víz számára hozzáférhetetlen, túl kis átmérőjű, illetve zárt pórusai alkotják a talaj gázfázisát, mely összetételében hasonló a levegőhöz, de környezettől, hidratáltságtól függően a CO2 mennyisége akár a 10%-os arányt is elérheti. [2] 

2. Pórusok a talajban
A talaj komponensei egy heterogén rendszert alkotnak, melyben a szerves és szervetlen szemcsék közötti tér vízzel vagy levegővel van megtöltve, a körülményektől függően. Ez a részecskék közötti tér, illetve a porózus szemcsék pórusai adják a talaj porozitását. Ezek a pórusok teszik lehetővé a víz, illetve az oldott anyagok, tápanyagok transzportját. Fontos, hogy a talaj összetétele, szerkezete, felépítése időben változó a környezeti hatások függvényében. A legfontosabb hatások a következőek:
Zsugorodás: 
· A makropórusok mérete megnövekedik és újak keletkeznek.
· Az aggregátumokon belüli pórusok zsugorodása/növekedése.
Duzzadás:
· A makropórusok mérete csökken, és bezáródnak.
· Az aggregátumokon belüli pórusok zsugorodása/növekedése.
Mechanikai összenyomás:
· A makropórusok mérete csökken, és bezáródnak.
· Aggregártumok széttördelődése, ami csökkenti az aggregátumon belüli pórusok számát, melyek általában kis pórusméretűek. Ezáltal csökken a kis pórusok aránya.

Ásás, szántás:
· Makropórusok megsemmisülése és az aggregátumok széttördelődése.
Biológiai aktivitás (növények, állatok):
· Makropórusok méretének növekedése és keletkezése (pl. hangyák mozgása).
· Makropórusok méretének csökkenése, mikrorepedések keletkezése (pl. gyökerek nyomó hatása).
· Aggregáció elősegítése, ami által az aggregátumon belüli pórusok aránya megnő (kis pórusok aránya nő).
Kémiai folyamatok:
· Pórusok elgátolódása (pl. mikroorganizmusok növekedése, precipitáció útján).
· Pórusok növekedése a kiválások megszűnésének redményeként.
· Részecskék közötti kölcsönhatások komplex módosítása. 
[3]
A 2. ábrán látható a talaj pórusainak egy egyszerű, funkció szerinti csoportosítása. Látható, hogy a legnagyobb, 50 µm feletti pórusok a levegő áramlását, és a telített talajból a felesleges víz elvezetését teszik lehetővé. A növények számára szükséges vizet az ún. tároló pórusok biztosítják, melyek a 0,5-50 µm-es átmérőjű pórusok. Az ennél kisebb pórusok alapvetően az iontranszportban játszanak szerepet. 

1. táblázat: A talaj pórusainak funkcionális csoportosítása [2]
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A különböző talajok közül a porozitás szempontból leginkább vizsgálat típusok a különböző agyagos talajok. Ezek porozitását két részre osztja a szakirodalom: textúrális (egyedi részecskék közötti rések, illetve aggregátumokon belüli pórusok) és szerkezeti (aggregátumok közötti) porozitásra. Agyagásványokban széles mérettartományban találhatóak pórusok, ezek fajtái a 2. táblázatban láthatóak:
2. táblázat: Pórusok agyagos talajokban, Zaffar et  al. 2015 alapján [4]
	Pórus
	Méret
	Típus

	agyagrétegek közötti tér
	<0,01 µm
	textúrális

	agyaglapka-kötegek közötti tér
	0,01 –  0,1 µm
	textúrális

	egyedi részecskék közötti rések
	0,1  – 0,001µm
	textúrális

	mikroaggregátumok elrendeződése
	0,03 – 100 µm
	textúrális/szerkezeti

	hézagok, melyek a homok és agyagszemcsék tömörödése miatt alakulnak ki
	0,03 – 5 µm
	textúrális

	aggregátumok közötti rések
	50 – 80  µm
	szerkezeti

	gyökerek és élőlények által létrehozott lyukak
	50 – 80  µm
	szerkezeti

	repedések[5]
	>500 µm
	szerkezeti





3. A talaj, mint pórusos rendszer fő jellemzői, és azok meghatározása

Ebben a fejezetben a talajra, mint pórusos rendszer legfontosabb tulajdonságait, illetve ezek vizsgálati lehetőségeit fogom kifejteni.
Fajlagos felület
	Talajminták esetében beszélhetünk több, különböző fajlagos felület értékről is. A geometriai fajlagos felület számított érték, a talajt alkotó szemcsék alakja alapján. A belső fajlagos felületet a nyílt pórusok belső felülete adja, míg a külső fajlagos felület a geometrikus fajlagos felületből származtatható, ha figyelembe vesszük az egyenetlenségeket.[6] A rétegközi (interlayer) fajlagos felület a réteges agyagásványok rétegeket határoló falainak felülete adja. A teljes fajlagos felület pedig a külső és belső fajlagos felületek ,illetve a szerves komponensek fajlagos felületének összegéből adódik.[7]
	Talajminták fajlagos felülete alapvetően más, pórusos anyagokéhoz hasonló módokon vizsgálhatóak, de nem minden módszer ugyanannyira alkalmas e célra a talaj különleges tulajdonságai miatt.
A) Direkt méréses vizsgálat:
Egyedi szemcsék optikai és elektronmikroszkópos vizsgálatával információt lehet szerezni a szemcsék geometriájáról és méretéről, majd ezeket felhasználva, sűrűségadatok ismeretében a fajlagos felület elvileg számítható.
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3. ábra: Gömb alakú szemcse fajlagos felületének számítása mikroszkópiás adatok alapján [8]
 Azonban bármennyire is jellemző méretű és alakú szemcse alapján végezzük e számításokat, az így kapott eredmény általában nagyságrendekkel kisebb, minta a valós érték az inhomogén méret, illetve a felületi egyenetlenségek miatt. Alapvetően ez a módszer tisztított homok fajlagos felületének számítására alkalmazható. 
A mérés pontosítható röntgen diffrakciós módszer segítségével, mellyel az agyagásványok rétegtávolsága és cellamérete vizsgálható. Ezeket felhasználva számítható tisztán agyagásványokból álló minta fajlagos felülete. Az így kapott eredmények hasonlóak, mint a száraz agyagásványok gázadszorpció méréséből kapottak. Tényleges talajminták vizsgálatánál a heterogén szerkezet, különböző komponensek jelenlétén kívül az is nehezíti az alkalmazást, hogy a különböző talajalkotók felületei nem additívak egymással, ugyanis nagyon gyakori, hogy az agyagásványok felülete szerves anyagokkal, esetleg fémoxidokkal borított.[8]
B) Oldatadszorpció
	A legelterjedtebb oldatabszorpciós módszernél egy felületaktív anyagot, CBP-t (cetil-piridinium-bromid) használnak, ami UV-VIS abszorpciós módszerrel detektálható. A legtöbb ásványi felületen ez az anyag kettősréteget képez, 0,27 nm2 molekulaterülettel. Ha a határrétegbeli koncentráció ismert (UV-VIS mérés), akkor a fajlagos felület számítható. A mérés hatékonyságát rontja a vas- és alumínium-oxidok jelenléte, melyeknek felületi töltéssűrűsége kicsi, és emiatt nem alakul ki a kettősréteg. Ezeket a vizsgálat előtt el kell távolítani. Nedvesség hatására duzzadó agyagásványok esetén (pl. montmorrilonit) a kettősréteg a rétegközi résekben alakul ki, ezért duplán kell számítani a molekulaterületet (0,54 nm2). A pontos meghatározáshoz ismerni kell a külső fajlagos felületet (gázadszorpció), hogy annak oldat adszorpcióhoz való hozzájárulását figyelembe lehessen venni. Alternatívaként metilénkék is alkalmazható, ami monoréteget képez.[8]
	C) Gázadszorpció 
	Más szilárd anyagokhoz hasonlóan, talajminták is vizsgálhatóak hagyományos gázadszorpcióval. A jellemző kiértékelési mód ezeknél a BET modell. A talajmintákra alapvetően jellemző, hogy gázadszorpciós mérések során II-es típusú adszorpciós izotermát eredményeznek, ami rétegképzéses adszorpciót jelent, méghozzá többrétegben. A minta előzetes kezelése nagyban meghatározza a mérés eredményétét. A szerves anyagok eltávolítása például (hidrogén-peroxidos/ NaOCl-es kezeléssel) gyakran vezet nagyobb fajlagos felülethez, ugyanis a szerves molekulák által egybetartott ásványi szemcse-agglomerátumok felbomlanak. Ez akár nagyságrendi növekedést is eredményezhet. A mérés előtt a mintát szárítani kell, ezért a duzzadó agyagásványok összeomlanak, így a rétegközi felületek nem lesznek mérhetőek. Levegőn szárítás a huminsavak zsugorodásához vezet, ami elkerülhető fagyasztva szárítással, amikor is megőrzik eredeti szerkezetüket a szerves struktúrák, így nagyobb fajlagos felületet eredményezve.[8] Fontos megjegyezni, hogy a szerves anyagok eltávolítása nem feltétlenül előnyös, ugyanis jelenleg nem ismert olyan módszer, ami közben nem módosítaná a minta felületét is, ezáltal hamisítva az eredményt.[9]
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4. ábra: Izotermatípusok[10] (balra) és talajminta hidrogén-peroxidos kezelésének hatása[8] (jobbra)
	D) Poláris folyadék abszorpció
	A poláris folyadék adszorpció egy egyszerű módszer a talajminták fajlagos felületének mérésére. Erre a célra általában etilén-glikolt (EG) vagy EGME-t (2-metoxietanol) használnak. Manapság elsősorban az utóbbit, mert gyorsabb mérést tesz lehetővé. Az előzetesen szárított mintát vákuumexszikkátorba helyezik, és a berendezésen belül EG vagy EGME-t tesznek külön edénybe, de szabadon, hogy a folyadék gőznyomása állandó legyen az exszikkátorban. Ezután a megfelelő folyadékból a mintára csepegtetnek teljes nedvesítésig. Ezt követően vákuumot applikálnak a rendszerre, amíg a minta tömege nem lesz állandó. A fajlagos felület az alábbi módon számítható:


Ahol f a folyadék tömeg-felület konverziós faktora, amit egy ismert szerkezetű agyagásvány mintával számítanak ki. A mérés elve az, hogy a poláris folyadékok és az agyagásvány lecserélhető kationjai közötti vonzás miatt e folyadék be tud hatolni az agyagásvány rétegek közé (és természetesen minden pórusba is, amibe befér), és ott megkötődik. A módszer feltételezi, hogy egy rétegben adszorbeálódik a felületen a folyadék, ami nem feltétlenül teljesül, mert a kationcsere-helyeknél többrétegű adszorpció léphet fel a borítottság teljes felületen való kialakulása előtt is. Szintén rontja a mérés eredményét a szerves anyagok jelenléte is, azáltal hogy a folyadék a molekulák közé hatolva felduzzaszthatja azokat[9], illetve, hogy az ásvány lecserélhető ionjai típustól függő mértékben adszorbeálnak. A módszer alkalmas szerves anyagoktól mentesített agyagásványok felületének mérésére.[8]
	Jól látható, hogy a felsorolt módszerek közül egyik se sem tökéletes, és természetes talajokra csak korlátozottan alkalmazhatóak. Az általános módszer a nitrogén gázadszorpciós mérés alkalmazása a külső fajlagos felület és a poláris folyadékadszorpció alkalmazása a teljes fajlagos felület mérésére.[8]

A fajlagos felületet alapvetően a pórusszerkezet (pórusméret eloszlás) határozza meg, azonban az egyik legfontosabb tényező az agyagásványtartalom, ami összefügg a szemcsemérettel. Az agyagásványok szemcsemérete ugyanis kicsi, így nagyobb agyagásványtartalom több kis szemcsét jelent. Ez látható a 2. táblázatban is, ahol különböző agyagásványtartalmú minták fajlagos felületét határozták meg:
3. táblázat: Fajlagos felület és agyagásvány tartalom [11]
[image: ]
Létható, hogy az agyagásványtartalom növekedése a fajlagos felület jelentős növekedésével jár. Ezt úgy is meg lehet fogalmazni, hogy a kisebb szemcsék nagyobb aránya megnövekedett fajlagos felülethez vezet.

Porozitás
A porozitás (ε) az arány, ami azt fejezi ki, hogy a teljes térfogat mekkora hányadát teszi ki a pórustérfogat. Természetes talajokra ε = 0,3-0,7 közötti érték jellemző. A legfontosabb tényezők, melyek meghatározzák a porozitást a talaj tömörítettsége, a pórusméreteloszlás, és a szemcsealak. Egy monodiszperz, gömb alakú szemcsékből álló rendszerben a fajlagos felület ε = 0,26-0,5 között várható, amit természetes talajok közül csupán egy monodiszperz homokminta tud reprodukálni. Kisebb szemcsék jelenléte (polidiszperzitás) csökkenti a fajlagos felületet, mert a kis szemcsék be tudnak jutni a nagy szemcsék közé, eltömítve a nagyobb pórusokat, réseket. Ezáltal polidiszperz homokmintákra ε = 0,3 körüli értékek jellemzőek. Kevésbé gömbszerű szemcsealak esetén a porozitás nő. [3]
Hatása van továbbá a különböző kötőanyagoknak, melyek jelenléte csökkenti a pórustérfogatot, a szemcsék között. A szerves anyagok is kötőanyagok, azonban jellemzően növelik a pórustérfogatot. Ennek oka, hogy nagyobb aggregátumokat képeznek, és - noha egyetlen aggregátum porozitása kisebb, mint az azt alkotó szemcsék által alkotott minta porozitása - az aggregátumok összessége nagyobb pórustérfogattal rendelkezhet (ε = 0,5-0,9) a köztük kialakuló új pórusok miatt, mint a szerves anyag nélküli szemcsék összessége. A felső értékeket igen nagy szerves anyag tartalom mellet lehetett megfigyelni.[3]
Talajminták porozitása mérhető speciális piknométeres technológiával, amikor is a vízzel telített minta és a száraz minta tömegéből számítják a porozitást, vagy teljesen száraz minta esetén a pórusokat kitöltő gáztérfogatot határozzák meg. Ha a részecskék tényleges sűrűsége meghatározható, akkor a minta látszólagos sűrűségének segítségével számítható a porozitás. [3]. A látszólagos sűrűséget például vízzel telített minta zsugorodása közben határozzák meg különböző nedvességtartalmak mellett. A fentiek mellett alkalmazható higanyporozimetria is.[12]
	
Pórusméret eloszlás
	Talajminták esetén annak meghatározása, hogy mi számít különálló pórusnak nem egyértelmű. Az egyik általánosan elfogadott modell a víz-levegő-pórus rendszeren alapszik. A talaj egyik legfontosabb jellemzője a benne található víz áramlása, vagyis a hidraulikus jellemzői. Ennek megfelelően a talaj pórusainak definicója egy régi, de általánosan elfogadott módja egy kapilláris-hiszterézis jelenségen alapszik, a Heines ugráson. A talaj pórusaira jellemző, hogy a bevezetőnyílásuk („nyak”) szűkebb, mint a pórus maga („test”). A nyak határozza meg azt a nyomást, amin a pórus kiürül, míg a test azt a nyomást, amin feltöltődik. Amikor a minta szárad, a víz folyamatosan húzódik vissza, a folyadékfelszín görbülete pedig nő. Azonban, amikor eléri a nyaki rész legkeskenyebb pontját (melytől fogva szélesedik a pórus), ott már nem képes a folyadékfelszín görbületét tovább növelni a szélesedő pórusban, ezért a pórus hirtelen kiürül, míg újra keskeny szakaszba nem ér a víz. Feltöltődésénél is hasonló tapasztalható. Ahogy csökken a görbülete a vízfelszínnek feltöltődés közben, a pórus testének legszélesebb részét követően nem tudja tovább csökkenteni a görbületet, melynek hatására hirtelen feltöltődik a pórus, amíg újra szélesedő részt nem ér el.[3]
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5. ábra: A Haines ugrás jelensége[13]
	E szerint a személet szerint az számít egy pórusnak, ami ezzel a mechnaizmussal ürül és töltődik fel. Hozzá kell tenni, hogy nem minden pórus viselkedik így (például repedések), és ezeket is pórusnak kell tekinteni. A pórusméret a test vagy a nyak szélességével írják le általában.
A pórusméret eloszlás meghatározása:
A) Képalapú módszerek
Tomográfiás, mikrográfiás eljárásokkal a minta egyes szeletein, direkt módon megmérhető a pórusméret. Ennek hátránya, hogy nem tudható, hogy a pórus melyik részén mérünk. Jellemzően ezért az így meghatározott méretek kisebbek, mint a valós, hiszen nem valószínű, hogy a legszélesebb pontján vizsgáljuk a pórust, ráadásul lassú és sok munkát igényel az eljárás. A megoldást matematikai korrekciós technikák jelentik, melyek felhasználásával valamivel pontosabban meg lehet határozni a pórusméretet.[3]
B) Impregnálásos módszerek
A pórusokat kitöltik megszilárdulni képes anyaggal (pl. gyanta), majd a mintát leválasztják róla és a gyantaszemcséket vizsgálják. Hátránya, hogy rendkívül lassú és nehézkes módszer, a mintát pedig károsíthatja, így újra csak korlátozottan mérhető.[3]
C) Víz visszatartási görbe alapján
A víztartó képesség az egyik igen fontos jellemzője a talajnak, erről bővebben a 4. fejezetben írok. A mérés során vízzel telített mintára különböző erősségű vákuumot applikálnak, és mérik a tömegét a mintának, ezáltal követve annak kiürülését. A nagyobb pórusok légköri nyomás körül ürülnek ki, míg a kisebbek csak nagyobb vákuumnál. A pórusméret meghatározható a kiürüléséhez szükséges vákuum segítségével.

Ahol  a felületi feszültség,  pedig a peremszög. A térfogati nedvességtartalom adatokat a nyomás függvényében veszik fel, majd átszámítják a nyomás értékeket pórusméretté, ezzel kapva a integrális méreteloszlást, melynek deriválásával megkapjuk a differenciális méreteloszlás adatokat. Az aktuális nedvességtartalom megfeleltethető a kitöltött pórusok térfogatának.[3]
D) Higanyporozimetria
A vízvisszatartáshoz hasonlóan higanyporozimetria is használható. Alapvetően nem térnek el egymástól, de más eredményeket adhatnak. Higanyporozimetria esetén nem a folyadék ürüléséhez szükséges vákuumot, hanem a higany pórusokba való behatolásához szükséges nyomást mérik. Fontos tényező, hogy a duzzadó agyagásványok szerkezetére nincs hatással a higanyporozimetriás mérésre, míg a víz esetében jelentősen duzzadás következhet be, ami hatással van a pórusméreteloszlásra.[3]
A legelterjedtebb a vízvisszatartás alapján történő meghatározás, mert az a gyakorlati körülményekre jobban jellemző eredményt ad. Az adszorpciós módszerekkel (vízvisszatartás és higanyporozimetria) meghatározható legkisebb pórusok 50-100 nm-esek, míg a felső határ kb. 0,5 mm. Ezeket bármilyen irányba túllépve a mechanizmus már nem kapilláris kölcsönhatásokon alapszik, ezért nem értelmezhető e módszerekkel. A képalapú módszerek az adszorpción alapulókhoz képest jelentősen eltérő eredményt adhatnak, és nem elterjedtek.
A különböző talajok pórusméreteloszlását leginkább az ásványi összetétele, és a különböző külső hatások határozzák meg (ezeket a 2. fejezetben mutattam be). Egy jellegzetes meghatározó tényező a növények gyökérzete. Más-más gyökérszerkezetű növények más-más hatással vannak a pórusmért eloszlásra. Olyan növények, melyek sűrűn növő, finom gyökérzettel rendelkeznek, gyakran preferálják a makropórusokat, mint növekedési utakat. Ennek eredménye a makropórusok arányának csökkenése (hiszen gyökerek tömítik el őket), és a mikropórusok arányának növekedése, melynek oka mikrorepedések gyökérnövekedés hatására történő keletkezése, illetve mert az aggregátumképződés a gyökér jelenléte miatti, lokálisan gyorsabb száradás miatt könnyebben következik be. Ritkábban növő, de durváb gyökérzetek esetén jellemző, hogy átrendezi a szemcsék elhelyezkedését, új utat vágva magának. A gyökér elhalását, zsugorodását követően e pórusok megmaradnak, ami a makropórusok arányának növekedésével jár.[14]
A talaj (már nem élő) szerves anyag tartalma egy olyan tényező, ami jelentős hatással van a talaj pórusméret-eloszlására. E fejezet elején említettem, hogy a szerves vegyületek kötőanyagként funkcionálnak, de ellentétben más kötőanyagokkal, összességében növelik a porozitását a talajnak. E vegyületek szerepe, hogy kötőanyagként aggregárumokat hoznak létre a szemcsékből, ennek hatására pedig új, az egyedi szemcsék között lévőktől nagyobb (főleg makro) pórusok alakulnak ki a talajban. Ennek megfelelően amennyiben eltávolítjuk a szerves anyagokat, - például hidrogén-peroxidos kezeléssel - akkor az aggregátumok szétesnek kisebb szemcsékre és megszűnik a makropórusok nagy hányada, míg ezzel párhuzamosan nő a mikropórusok aránya és hozzájárulása a pórustérfogathoz. Azt is érdemes megjegyezni, hogy amellett, hogy a makropórusok megsemmisülnek, valamilyen mértékben a mikropórusok száma is nő, ami a szerves anyagok által eltömített mikropórusok felszabadulásával magyarázható.[4] Jelentős mennyiségű szerves anyag hozzáadása (pl. trágyázás) az igen nagy, akár 0,5 mm-es vagy még nagyobb pórusok arányának növekedésével jár.[5]

4. A pórusos szerkezet hatása a talaj tulajdonságaira

Az előző fejezetben volt szó a talaj fajlagos felületéről, porozitásáról és pórusméret eloszlásáról. Ebben a fejezetben pedig arra fogok kitérni, hogy e jellemzők a talaj milyen más fontos tulajdonságaira vannak hatással.




Fajlagos felület
	A talajban lévő szemcsék között a kölcsönhatások erőssége a víztartalommal változik. Szabványosan három állapottal, és két határral jellemezhetők ebből a szempontból: kemény, plasztikus és folyós, illetve az ezeket meghatározó plasztikus (sodrási) és folyási határ.[15] E határokat Atterberg határoknak is nevezik, és értékük korrelációt mutat a fajlagos felülettel, ugyanis a nagyobb fajlagos felülettel rendelkező talajok Atterberg határai magasabb %-os értékek.[11]
	Agyagásványokat tartalmazó talajok esetében szintén korreláció mutatható ki a kationcsere-kapacitás és a fajlagos felület között. [7] Ez a kapcsolat azonban nem közvetlen, ugyanis mind a fajlagos felület, mind pedig az ioncsere kapacitás az agyagásványok arányával nő, és nem egymástól függenek közvetlenül.

Porozitás és pórsuméreteloszlás hatása
Gyakorlati szempontból fontos jellemző a talaj víztároló képessége, melyet elsődlegesen a pórusméreteloszlás határoz meg. Kisebb pórusokban a víz erősebben kötődik a felülethez, emiatt homokos talajok esetébe, ahol a szemcsék nem képeznek aggregátumokat, és kevesebb mikropórus található, a víztárolási kapacitás várhatóan jóval kisebb, mint agyagos talajok esetében. Ennek mérése standardizált. Az egyik módszer szerint porózus kerámialapra helyezik a vízzel telített (de előzetesen szárazon lemért tömegű) mintát egy zárható berendezésben, majd meghatározott nyomást/vákuumot kapcsolnak rá. A nyomástól függően más-más mértékben fog a folyadék kifolyni a pórusok közül. Az egyensúly beállta után újra lemérik a tömegét. A víztárolási kapacitás a tárolt folyadék tömeg osztva a száraz minta tömegével. A módszer úgy is alkalmazható, hogy atmoszferikus nyomást használnak. A másik, ún. európai módszer szerint atmoszferikus nyomáson a vízzel telített mintát egy hengerben adszorbens membránra helyezik, és megvárják, míg beáll az egyensúly, végül lemérik a tömeget, és ebből számolnak kapacitást. [16] A víztárolási kapacitást alapvetően tehát a pórusméret eloszlás határozza meg, azonban a porozitás fogja megadni ennek a felső határát, hiszen a porozitás a teljes pórustérfogattól függ, ami pedig meghatározza, hogy maximálisan mennyi folyadékot képes tárolni a talaj. 
A víz pórusokban történő hidrodinamikai tulajdonságait szintén meghatározza a pórusok mérete. Ennek jellemzésére az ún. hidraulikus vezetőképességet használják, ami a folyási sebesség és a hidraulikus nyomás gradiens hányadosa. Hosszú pórusok esetében (melyeknél a kapilláris hatások érvényesülnek) kimutatták, hogy a hidraulikus vezetőképesség nő az e pórusok által alkotott porozitás mértékének növekedésével. Szintén növeli a vezetőképesség értékét a pórusméret növekedése. [17] 
A folyadéktranszport mellett az oldott anyag transzportjára is hatással van a pórusszerkezet. Általánosságban, a hidraulikus vezetőképesség növekedése az oldott anyag transzportjának a gyorsulásához vezet, azonban ebben az esetben különösen fontos szerep van a pórusméretnek. Kisebb pórusokban az oldott anyagok könnyebben adszorbeálódnak, mint nagy pórusokban, hosszabb lesz a tartózkodási ideje. Ez fontos a különböző tápanyagok és szennyezőanyagok transzportjának leírásakor.[3]
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Table 1.1. A functional classification of soil pores. (Greenland 1977)

Name Function Equivalent cylindral
diameter um
Transmission pores Air movement and
drainage of excess water >50
Storage pores Retention of water against
gravity and release to
plant roots 0.5-50
Residual pores Retention and diffusion
of ions in solution <0.5
Bonding spaces Support major forces

between soil particles <0.005





image3.png




image4.png
ARAY)
Nk}




image5.png
Nitrogen Adsorbed (g kg~1)

35
°
30‘ © Desorption
2 )
20
0.05 035
15 BET Analysis
o aad

° aﬁ"“"“’“ Webster Soil (3.32 %0C)

- £00000000000008
° .

peossessenesesesest
0 . . o

01 02 03 04 05 06 07 08 08 1

Relative Vapor Pressure ( P/R)




image6.png
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1 39.1 58.1 2.8 30.1+0.4
2 40.7 56.9 24 28.5+0.4
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Preface 


The soil is the medium through which pollutants originating from 
human activities, both in agriculture and industry, move from the 
land surfaces to groundwater. Polluting substances are subject to 
complex physical, chemical and biological transformations during 
their movement through the soil. Their displacement depends 
on the transport properties of the water-air-soil system and on 
the molecular properties of the pollutants. Prediction of soil 
pollution and restoration of polluted soils requires an under­
standing of the processes controlling the fate of pollutants in the 
soil medium and of the dynamics of the contaminants in the un­
saturated zone. 


Our book was conceived· as a basic overview of the processes 
governing the behavior of pollutants as affected by soil constituents 
and environmental factors. It was written for the use of specialists 
working on soil and unsaturated zone pollution and restoration, as 
well as for graduate students starting research in this field. 


Since many specialists working on soil restoration lack a back­
ground in soil science or a knowledge of the properties of soil 
pollutants, we have included this information which forms the first 
part of the book. In the second part, we discuss the partitioning of 
pollutants between the aqueous, solid and gaseous phase of the soil 
medium. The retention, transformation and transport of pollutants 
in the soils form the third section. Finally, the fourth part, con­
sisting of the last two chapters, deals with models used to predict 
the behavior of pollutants in soils and the general principles of soil 
restoration. 


The processes involved in the behavior of pollutants in soils have 
been illustrated from the literature or from our own results in a 
number of examples. Because of the limited number of cases which 
could be selected from the vast quantity published, the choice was 
very difficult and we are convinced that many other research results 
of equal worth could have been used to illustrate soil pollution 
processes. We hope, however, that we have succeeded in presenting 
the reader with a comprehensive, but not exhaustive, review of the 
current knowledge concerning soil pollution. 







VI Preface 


This book was prepared as part of the ongoing cooperation of the 
authors with the ARO, Volcani Center (Bet Dagan, Israel), INA 
(Paris-Grignon, France) and INRA (Versailles, France). We are 
grateful to these institutions for their continuous support. Special 
thanks to Shulamith Gordon and Etta Shur for their untiring as­
sistance in the preparation of the manuscript. 


March 1996 Bruno Yaron 
Raoul Cal vet 
Rene Prost 
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The Interacting Materials 







CHAPTER 1 


The Soil as a Porous Medium 


The soil is the upper layer of the unsaturated zone of the earth. Soils are very 
diverse in composition and behavior. The solid phase consists of mineral 
particles of various sizes and shapes and organic matter in various stages of 
degradation. Plant roots and the living soil population complete the system. 


In nature, soils are heterogeneous assemblies of materials, forming porous 
media. The open boundaries between the solid, liquid and gaseous phases lead 
to a pattern of continuously changing processes of chemical and biological 
origin, leading to transient soil properties. The porosity of the soil system is 
controlled mainly by the association of its mineral and organic parts, soil water 
having a strong effect. However, the reactivity between the solid and liquid 
phases could, with time, affect even the stability of the porous medium itself 
and, consequently, change the open boundaries of the reactive phases. 


In most natural soils the solid particles tend to be molded into aggregates or 
peds, either by a shrink-swell phenomenon under wetting and drying-freezing 
conditions, or by biologically induced molding, due to soil animals, plant 
roots, and fungi. This situation again affects the porosity of the soil system, 
with implications for the transport of water, solutes, nonaqueous liquids, and 
suspended particles in the unsaturated zone from the land surface to the 
groundwater. 


Since both the soil components and the binding agents govern the porous­
aggregation status of the soils, a large spatial heterogeneity is found in nature. 
Figure 1.1 (Tisdale and Oades \982) illustrates soil aggregation and soil po­
rosity as affected by the soil components and the binding agents. It might be 
observed that the ratio between open and closed pores is strongly affected by 
the agents of formation. A functional classification of the soil pores, given by 
Greenland (1977), may give a general idea of the effect of soil pore dimensions 
on the water and solute status in the soil medium (Table 1.1). 


In general, soil porosity is the limiting factor in defining the ratio between 
the solid, aqueous and gaseous phases of the soil medium, the water-air ratio at 
a given time being controlled by the amount of liquid in the system. 
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Fig. 1.1. Model of a soil aggregate organization. (Paul and Clark 1989, as adapted from 
Tisdale and Oades 1982) 


1.1 The Solid Phase 


From the point of view of potential interactions with various pollutants, the 
constituents of the soil solid phase should be grouped according to their sur-
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Table 1.1. A functional classification of soil pores. (Greenland 1977) 


Name Function Equivalent cylindral 
diameter f.lm 


Transmission pores Air movement and 
drainage of excess water >50 


Storage pores Retention of water against 
gravity and release to 
plant roots 0.5-50 


Residual pores Retention and diffusion 
of ions in solution <0.5 


Bonding spaces Support major forces 
between soil particles <0.005 


face area. The fate of pollutants is affected by all the components of the soil 
solid phase. The soil constituents with low surface area could, however, mainly 
affect the transport of the pollutants as solutes, as immiscible with water li­
quids, or as vapors. The soil solid phase can also indirectly induce the de­
gradation of the organic pollutants in the soil medium, through its effects on 
the water/air ratio in the system and, consequently, on the biological activity of 
the soil. The group of constituents with high surface area controls, besides the 
transport of pollutants, their retention, and release on and from the soil sur­
face, as well as their surface-induced chemical degradation. It is, therefore, 
natural that when dealing with the topic of soil pollution, emphasis should be 
placed on the soil constituents characterized by a large surface area - and these 
are the clays and clay-organic complexes. 


Since our book is addressed not only to soil scientists, but also to a large 
body of scientists, engineers, and technicians involved in soil pollution prob­
lems, we consider it necessary to include a short description of the reactive 
constituents of the soil. 


1.1.1 Clay Materials 


The clay materials, which comprise the smallest particles in the soil, are defined 
as the fraction with particles smaller than a nominal diameter of 2 j1.m. Many 
clay minerals have layer structures in which the atoms within a layer are 
strongly bound to each other, the binding between layers being weaker. Due to 
this situation, each layer can behave as an independent structural unit. We can 
find several types of layer arrangements which, however, do not greatly differ 
in free energy. The most common inorganic structural units to be found in soil 
clays are the silica tetrahedron Si044- and the octahedral complex MX6m- 6b, 


formed of a metal unit Mm+ and six anions Xb-. Figure 1.2 shows sheet 
structures formed by the polymerization of the above two structural units. 
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Fig. 1.2. Three layer types of phyllosili­
cate structure in soil clays. (Sposito 
1984) 


Brown et al. (1978) emphasized that the architecture of the silicate layer is due 
simply to the fact that each Si04 coordination group shares oxygen atoms with 
three neighboring Si04 groups, to form rings containing six Si and six 0 atoms, 
each ring being joined to a neighboring ring through shared oxygen atoms. 
Brown et al. (1978) showed that the other main structural element in layer 
silicate is an octahedral sheet that contains cations in M06 coordination be­
tween two planes of oxygen atoms. They summarized the types of octahedral 
sheets as follows: 


"The anion groups coordinated to the M cations are (OH)6, (OH)402 or (OHh04, 
depending on the structural class of the layer silicate, and as the cation can occupy 
either four or six of the octahedral interstices, there are six possible types of octahedral 
sheet, with the following compositions: 


Dioctahedral: Y2(OH)6; Y2(OH)402; Y2(OHh04 
Trioctahedral: Y3(OH)6; Y3(OH)402; Y3(OHh04 


(a) If all the anion groups are OH, the sheet is complete without further coordination of 
the oxygens; such sheets occur singly, alternating with silicate layers, in the chlorites, 
and comprise the only structural units in hydroxide minerals such as brucite, 
Mg(OHh and gibbsite, AI(OH)a; they are known as hydroxide sheets. 


(b) Octahedral sheets of composition (OH)402 are present in the kaolinite and 
serpentine group minerals. One plane of groups is entirely (OH), the other has the 
composition (OH)02 and the oxygen atoms are shared with tetrahedral Si atoms, 
forming the apical oxygen atoms of tetrahedral sheet superimposed on the 
octahedral sheet; this junction represents the ideal structure of the clay mineral 
kaolinite. Each layer in this group of minerals contains one tetrahedral sheet and one 
octahedral sheet and the minerals are termed I: I layer silicates. 
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(c) Octahedral sheets of composition (OH)204 occur in the mica, vermiculite, smectite, 
pyrophyllite, and talc minerals. In these, both planes have the composition (OH)02 
and tetrahedral sheets are superimposed on both sides of the octahedral sheet, one 
tetrahedral sheet being inverted with respect to the other. The layer unit consists, 
therefore, of two outer tetrahedral sheets and an inner octahedral sheet, and minerals 
containing such layers are called 2: I layer silicates. Because the oxygen atoms in the 
upper plane of the octahedral sheet are displaced relative to those in the lower plane 
(by the 'octahedral stagger'), the Si60 6 rings of the upper tetrahedral sheet are also 
displaced with respect to those of the lower tetrahedral sheet. 


(d)The chlorites contain two types of layer, a hydroxide sheet alternating with a 2:1 
silicate layer, and they have sometimes been referred to as 2:1:1 or 2:2 minerals. 


From these structural considerations, it can be seen that the layer silicates can be 
represented by ions in tetrahedral and octahedral coordination and that the numbers of 
such ions bear a relatively simple relationship to the oxygen and hydroxyl construction 
of the mineral." 


In extreme cases, a great number of isomorphic substitutions leads to the 
formation of amorphic compounds classified under the name of "allophane" 
substances. These materials are mainly 1: 1 phyllosilicates with defects con­
taining Al in both tetrahedral and octahedral sheets. Sometimes, they can also 
exhibit a tubular morphology (e.g., imogolite). 


1.1.2 Minerals Other Than Clays 


In addition to the clay minerals (i.e., layer silicates), the clay fraction of the 
soils «2 J.llll) could contain a variety of minerals, e.g., oxide minerals, calcium 
carbonates, or calcium sulfates, etc. Summarizing the character of the soil 
metal oxides, Gilkes (1990) states that iron oxides (hematite ex-Fe203, ma­
ghemite fJ-Fe203, goethite ex-FeOOH, lepidocrocite fJ-FeOOH, etc.) are com­
mon constituents of soils, with crystals which vary greatly in size, shape, and 
surface morphology. The surface of iron oxides in soils is often hydroxylated, 
either structurally or through hydration of the Fe atoms. The crystals of the 
aluminum oxides that comm"only occur in soils [gibbsite AI(OHh, boehmite fJ­
AIOOH] are also small, but are often larger than the associated iron oxides. 
Other oxide minerals are generally less abundant than the Fe and Al oxides 
but, because of their very small crystal sizes and consequently large surface 
area, they may significantly influence soil properties. For example, the various 
Mn oxides that are present in some soils can occur as very small ('" 1 0 nm) 
structurally disordered crystals. Similarly, titanium oxides in soils (rutile, 
anatase, Ti02) and even the rare pyrogenic soil mineral corundum (ex-Ah03) 
occur within the clay fraction as approximately 30-nm crystals. The ability of 
Fe and some other metal ions to undergo redox reactions further increases the 
role of the metal oxide in the activity of the soil solid phase surface. 


Many soils formed from the appropriate parent materials contain significant 
quantities of relatively high-surface, soluble calcium carbonate (CaC03) or 
calcium sulfate (CaS04). Some agricultural soils may contain more than 50% 
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Table 1.2. Definitions of soil organic matter components. (Stevenson 1994) 


Term 


Litter 
Light fraction 


Soil biomass 
Humus 


Soil organic matter 
Humic substances 


Nonhumic 
substances 


Humin 
Humic acid 


Hymatomelanic acid 
Fulvic acid fraction 
Generic fulvic acid 


Definition 


Macroorganic matter (e.g., plant residues) that lies on the soil surface 
Undecayed plant and animal tissues and their partial decomposition 
products that occur within the soil proper and that can be recovered 
by flotation with a liquid of high density 


Organic matter present as live microbial tissue 
Total of the organic compounds in soil exclusive of undecayed plant 


and animal tissues, their "partial decomposition" products, 
and the soil biomass 


Same as humus 
A series of relatively high-molecular-weight, yellow to black colored 
substances formed by secondary synthesis reactions. The term is used 
as a generic name to describe the colored material or its fractions obtained 
on the basis of solubility characteristics. These materials are distinctive 
to the soil (or sediment) environment in that they are dissimilar 
to the biopolymers of microorganisms and higher plants (including lignin) 


Compounds belonging to known classes of biochemistry, such as amino 
acids, carbohydrates, fats, waxes, resins, organic acids, etc. Humus 
probably contains most, if not all, of the biochemical compounds 
synthesized by living organisms 


The alkali-insoluble fraction of soil organic matter or humus 
The dark-colored organic material that can be extracted from soil 
by dilute alkali and other reagents and that is insoluble in dilute acid 


Alcohol-soluble portion of humic acid 
Fraction of soil organic matter that is soluble in both alkali and acid 
Pigmented material in the fulvic acid fraction 


CaC03 and almost the same percentage could characterize the sulfatic soils 
from an arid and semiarid region. 


It is hard to estimate the contribution of amorphous materials like allo­
phane or imogolite to the surface activity of the soils. The amorphous materials 
often coat the crystals present in the soils and, therefore, besides their direct 
contribution, they could alter the surface properties of the crystalline materials 
in the soil. 


1.1.3 Soil Organic Matter 


Soil organic matter is defined as the nonliving portion of the soil organic 
fraction, and it is a heterogeneous mixture of products resulting from microbial 
and chemical transformation of organic residues. Although the soil organic 
matter is, in most cases, only a small part of the total soil solid phase, it is of 
major importance in defining the physical, chemical, and surface properties of 
the soil material. 


The transformed products of the fresh organic debris have the general name 
of humus but, in reality, they may be composed of humic and nonhumic 
substances. These substances could be amorphous, polymeric, brown-colored 
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humic substances differentiated on the basis of solubility properties into humic 
acids, fulvic acids, and hurnins, and recognizable classes such as poly­
saccharides, polypeptides, altered lignins, etc., which can be synthesized by 
microorganisms or arise from modifications of similar compounds. The major 
components of the soil organic matter and their definitions, summarized by 
Stevenson (1994), are presented in Table 1.2. 


The organic matter extracted from the soils is usually fractionated on the 
basis of solubility characteristics and the fractions commonly obtained include 
hurnic acid (soluble in alkali, insoluble in acid) fulvic acid (soluble in alkali and 
in acid), hymatomelamic acid (alcohol-soluble part of humic acid), and humin 
(insoluble in alkali). These dark-colored pigments extracted from the soil are 
produced as a result of multiple reactions, the major pathway being through 
condensation reactions involving polyphenols and quinones. According to 
Stevenson (1994), polyphenols derived from lignin are synthesized by micro­
organisms and enzymatically converted to quinones, which undergo self-con­
densation or combine with amino compounds to form N-containing polymers. 
The number of molecules involved in the process, as well as the number of 
ways in which they combine, is almost unlimited, which explains the hetero-
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Fig. 1.3. Schematic representation of humic substances in soils and their main 
components and origins. (Flaig et al. 1975) 
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geneity of the humic material in any given soil. The structural precursors of 
humic substances in soils are illustrated in Fig. 1.3. 


The major elements in the humic materials are C (50-60%) and 0 (30-
35%). Fulvic acid has lower C but higher o. The percentages ofH and N vary 
between 2 and 6% and that of S from 0 to 2%. The various fractions of the 
humic substances obtained on a basis of solubility characteristics are part of a 
heterogeneous mixture of organic molecules which, in different soils and lo­
cations, might range in molecular weight from several hundred to several 
hundred thousands. The average molecular weight range for humic acid is in 
the order of 10 000-50 000, and a typical fulvic acid will have a molecular 
weight in the range of 500-7000. The'humic fraction of the soil represents a 
colloidal complex including long-chain molecules or two- or three-dimensional 
cross-linked molecules whose size and shape in solution are controlled by the 
pH and the presence of neutral salts. Under neutral or slightly alkaline con­
ditions, the molecules are in an expanded state as a result of the repulsion of 
the charged acidic groups, whereas at a low pH and high salt concentration, 
contraction and molecular aggregation occur, due to the charge reduction. 
These large organic molecules may exhibit hydrophobic properties which 
govern their interactions with nonionic solutes. 


1.1.4 Interactions Between Components of the Solid Phase 


The interactions among the various components of the solid phase of the soil 
strongly affect its surface activity (Wolfe et al. 1990). The surface of the soil 
solid phase is heterogeneous. It is characterized by multicomponent association 
among humic substances, clays, metal oxides, CaC03, and other minerals. In 
some cases, up to 90% of the soil organic matter was found to be associated 
with the mineral fraction ofthe soil (Greenland 1965). On the other hand, there 
is evidence that much of the surface of clay minerals in soils, specifically in the 
interlayer spaces of smectitc;:s, is not covered with organic matter (Ahlrichs 
1972). Metal oxides are also likely to coat the external surfaces of clay min­
erals, and intercalation of oligomeric hydroxyaluminum species with clays has 
been reported (e.g., Ahlrichs 1972). Cationic aluminum hydroxyoxides, the 
charge of which is pH-dependent, may coat clay surfaces, thus reducing the 
contribution of the clay minerals to the soil cation exchange capacity. This 
phenomenon is more important in acid soils; as the pH increases, the 
hydroxyaluminum polymers lose their positive charge, and their effect on the 
CEC is reduced. The coating of clay surfaces with organic matter and with 
mineral oxides binds or replaces exchangeable cations that are the sites of 
many surface-enhanced transformations (e.g., Minge1grin et al. 1977). Coating 
may also block access to active sites that are not themselves coated. 


The most extended interactions between components of the soil solid phase 
are those between clay minerals and organic matter. As a function of the 
properties of the organic compounds and of the clay surface, various me-
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Table 1.3. Mechanisms of adsorption for organic compounds in soil solutions. (After 
Sposito 1984, as adapted from Mortland 1970) 


Mechanism 


Cation exchange 
Protonation 
Anion exchange 
Water bridging 
Cation bridging 
Ligand exchange 
Hydrogen bonding 
Van der Waals interactions 


Principal organic functional groups involved 


Amines, ring NH, heterocyclic N 
Amines, heterocyclic N, carbonyl, carboxylate 
Carboxylate 
Amino, carboxylate, carbonyl, alcoholic OH 
Carboxylate, amines, carbonyl, alcoholic OH 
Carboxylate 
Amines, carbonyl, carboxyl, phenylhydroxyl 
Uncharged, nonpolar organic functional groups 


chanisms contribute to the adsorption of organic molecules on the mineral 
fraction. A summary of the mechanisms involved is presented in Table 1.3. The 
adsorption mechanisms are expected to operate when dissolved organic matter 
reacts with the clay surfaces. Theng (1979) emphasized that the quantity of 
dissolved organic matter adsorbed tends to decrease as the pH increases above 
pH = 4. Sposito (1984) explained this phenomenon by suggesting that dis­
solved soil organic matter formed ligand-like surface complexes and, therefore, 
the predominant adsorption mechanisms are appropriate to anions. It should 
be emphasized that the hydration status of the mineral phase influences the 
adsorption of organic molecules, in some cases, by affecting the adsorption 
mechanism itself, and by decreasing the number of active sites of the mineral 
solid phase able to interact with the organic molecules. 
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Fig. 1.4. Schematic diagram of clay-humate complex in soil. (Stevenson and Ardakani 
1972) 
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For natural soils, the most important interactions are between clays and 
humic and fulvic acids. These acids contain a variety of reactive functional 
groups that are capable of combining with clay minerals. A schematic diagram 
of a clay-humate complex in soil is presented in Fig. 1.4 (after Stevenson and 
Ardakani 1972). Since organic anions are normally expelled from negatively 
charged clays, adsorption of humic and fulvic anions by 2:1 layer type of clay 
occurs only when polyvalent cations are present on the exchange complex. The 
main polyvalent cations responsible for the binding of humic and fulvic acids 
to soil clays are: Ca2+, Fe3+, and AI3+. The divalent Ca2+ ions do not, how­
ever, form strong coordination complexes with organic molecules, and would 
be effective only to the extent that a bridge linkage is formed. In contrast, Fe3+ 
and AI3+ form coordination complexes with humic substances, and strong 
bonding of these organic molecules is possible through this mechanism. 


When clay minerals are coated with layers of hydrous oxides, their surface 
reactions are dominated by these oxides rather than by the clays. This is the 
case for strong bonding through ligand exchange as well as through simple 
anion exchange. 


1.1.5 The Electrified Surface of the Solid Phase 


The soil solid surface has a net charge (us) which, in contact with the liquid or 
gaseous phase, is faced by one or more layers of counter or coions having a net 
charge separate from the surface charge. Uncharged molecules, such as water 
molecules, could also be found in this zone, but they do not contribute to the 
charge density of the surface if they do not dissociate. The adsorption of charge 
solutes onto the surface of the soil solid phase is subject to both chemical 
binding forces and the electric field at the interface; it is thus controlled by an 
electrochemical system (Bolt and van Riemsdijk 1991). There are, however, 
considerable differences between the surface properties and behavior of soil 
organic and inorganic colloids. 


Some of the functional groups on the clay surface (e.g., M-OH) exhibit 
electric charges. The size of the charge, as well as its sign, is controlled by the 
properties of the surface to which the functional groups are bound, and by the 
composition of the surrounding liquid phase. Sposito (1984) classified the 
surface charge density of soil clays as follows: 
Intrinsic surface charge density (Uin), defined by the number of coulombs per 
square meter borne by surface functional groups, either because of isomorphic 
substitutions, or because of dissociationjprotonation reactions. The intrinsic 
charge density could be expressed by the relation: 


(1.1) 


where F is the Faraday constant, q+ and q_ are moles of adsorbed ions, and S 
is the specific surface area (m2jg). 
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Structural surface charge density (0"0), defined as the number of coulombs per 
square meter, is a result of isomorphic substitutions in soil minerals. 
Proton surface charge density (O"H) is defined as the difference between the 
numbers of moles of complexed proton charges (qH) and of complexed hy­
droxyl charges (qOH) on proton-selective surface functional groups, per unit 
mass of soil clay; and is expressed by: 


O"H = F(qH - qOH)S . (1.2) 


The above types of surface charge density could be related by the equation: 


O"in = 0"0 + O"H • (1.3) 


Each term from this equation can be measured and may be either positive or 
negative. 


1.2 The Liquid Phase 


The soil liquid phase - generally known as the soil solution - is a water solution 
with a composition and reactivity defined by the properties of the incoming 
water and affected by fluxes of matter and energy originating from the vicinal 
soil solid phase, biological system, and atmosphere. This natural, open water 
system results from a dynamic transformation of the dissolved constituents in 
various chemical species over a range of reaction time scales. At any particular 
time, the soil liquid phase is an electrolytic solution, potentially containing a 
broad spectrum of inorganic and organic ions and unionized molecules. 


In a porous medium, two liquid-phase regions can be defined. The first one 
is that near the solid phase and is considered the most important surface 
reaction zone of the porous medium system. The near-surface water also 
controls the diffusion of the mobile fraction of the solute adsorbed on the solid 
phase. The second region covers the "free" water zone which governs the water 
flow and solute transport in soils. The composition of the soil liquid phase 
fluctuates over time due to recharge with rainwater - of variable quality, 
sometimes approaching that of distilled water - or by irrigation, and as the 
result of applications of various products (fertilizers, pesticides, etc.) and of 
waste and effluent disposals. The presently accepted description for soil liquid 
phase energetic characteristics is based on the concept of matric and osmotic 
potentials. Matric potential is due to the attraction of water to the solid matrix, 
and the osmotic potential to the presence of solute in the soil water. 


1.2.1 Water Near Soil Solid Phase 


In moving through the bulk liquid phase, a water molecule exhibits a series of 
spatial arrangements which are of great irregularity. In such conditions we are 
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not dealing with a well-defined structure like that of a solid, but with in"" 
stantaneous structures (I type), comprising molecules in a highly irregular 
arrangement. With the lengthening of the time scale, two additional types of 
structure may be defined: vibrationally averaged (V type) and diffusionally 
averaged (D type), and these highlight the fact that the concept of structure in a 
liquid water is a dynamic one (Sposito 1984). It is not our aim to extend the 
discussion on water structure; we are simply reproducing Stillinger's (1980) 
definition showing that liquid water consists of macroscopically connected 
random networks of hydrogen bonds with frequent strained and broken bonds 
that continually undergo topological reformation. The properties of the water 
arise from the competition among relatively bulky ways of connecting mo­
lecules into local patterns characterized by strong bonds and nearly tetrahedral 
angles and more compact arrangements characterized by more strain and bond 
leakage. In the presence of an electrolyte, a localized perturbation of the tet­
rahedral configuration occurs as follows: near the ion, the water molecules are 
dominated by a dense electromagnetic field resulting in the formation of the 
primary solvation shell. In the next zone, called the secondary solvation shell, 
water molecules interact weakly with the ion. Summarizing the properties of an 
electrolyte solution relevant to their behavior near the clay surfaces, Sposito 
(1984) shows that the primary solvation shell of a monovalent cation contains 
between three and six water molecules that exchange relatively rapidly with the 
surrounding bulk liquid. A secondary solvation shell, if it exists, is very weakly 
developed. The primary solvation shell of a bivalent cation contains between 
six and eight water molecules that move with the cation as a unit. A secondary 
solvation shell containing about 15 water molecules develops as the cation 
concentration decreases, and it also moves with the cation as a unit. 


The configuration of soil water could be altered near the phyllosilicate 
surfaces. The siloxane surface influences the character of the water due to the 
nature of their charge distribution and the nature of the complexes formed 
between the cation and the surface functional groups. Both the type of charge 
and the degree of charge localization, as well as the valence and size of the 
complexed cations, control the features of the water molecules near the surface. 
Each mineral group (kaolinite, vermiculite, or smectite) with its own surface 
properties affects the near-surface water properties in a different way. The 
adsorbed water in the case of kaolinite is a bulk liquid water, whereas the water 
adsorbed on a vermiculite-smectite-type mineral is an aqueous solution, be­
cause of the presence of exchangeable cations on the 2: 1 layer silicates. Sposito 
(1984) showed that a simplified consensus is that the spatial extent of adsorbed 
water on a phyllosilicate surface is about 1.0 nm (two to three layers of water 
molecules) from the basal plane of the clay mineral. 


The interlayer water of clay minerals being structurally different from bulk 
liquid water or water in aqueous solution (Mamy 1968; Sposito and Prost 
1982), it is to be supposed that the chemical reaction in this region is affected 
by a perturbed water structure. Another ability of the interlayer water is to be 
replaced by a much less polar solvent. When the layer charge of the clay is low 
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and widely diffused over surface oxygens (e.g., smectites), a strong hydrogen 
bond to the layer is not necessary. The same pattern is also followed when the 
cation is large and univalent. Under these conditions, a much less polar liquid 
(e.g., nitrobenzene) can completely replace the interlayer water (Farmer 1978). 
These properties of the near-surface water are of great importance in dealing 
with the problem of pollution by both organic and inorganic molecules. 


The water retention on oxides and hydro oxides of aluminum and iron is 
through the hydroxyl groups, but it can also involve oxide bridges and water 
coordinated with structural cations. 


Water is retained on organic surfaces, at a molecular level also. Farmer 
(1978) stated that the principal polar sites where water adsorption occurs are 
likely to include carboxylic groups, phenolic and alcoholic groups, oxides, 
amines, pectones, aldehydes, and esters. Ionized carboxylic groups and their 
associated cations are likely to have the greatest affinity for aqueous solutes. It 
should not be forgotten that, in addition to polar sites, the organic surface 
exhibits important hydrophobic regions which are largely involved in the re­
tention of organic micropollutants. 


1.2.2 The Aqueous Solution 


The natural processes creating an equilibrium between the solid, gaseous, and 
liquid phases control the composition of the soil aqueous phase. The chemical 
composition of the soil aqueous solution at a given time is the end product of 
all the reactions to which the liquid water has been exposed in the soil en­
vironment. 


The thermodynamic properties of the soil aqueous solution are expressed in 
terms of a single-species solution activity coefficient for each molecular con­
stituent. The composition of the soil aqueous solution should, however, be 
considered on the basis of molecular speciation in the soil solution, which, in 
tum, is related to biological uptake exchange reactions and transport through 
soils. 


The amount of soil aqueous solution to be found in a soil under unsaturated 
conditions varies with the physical properties of the medium. Table 1.4 gives, 
as an example, some data about the amount of free water found in various 
soils. The composition of the soil aqueous solution fluctuates as a result of 
evapotranspiration or addition of (e.g., rain or irrigation) water to the system. 
The changes in the solution concentration, as well as the rate of change, are 
higher in soils with a lower retention capacity than in those with high retention 
capacity. These are referred to as the buffer properties of the soil. 


Because of the "diversity" of the soil solid phase, as well as of changes in the 
amount of water in the soil as result of natural and human influences, it is 
difficult to make generally valid statements concerning the chemical com­
position of the soil aqueous solution. For the upper layers ofthe soil- the root 
zone - the composition of the soil aqueous phase is characterized by a rather 
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Table 1.4. Water-holding capacity of selected soils (A horizon) from Israel 


Type of soil Water rentention capacity, % w/w 


Saturated At 1/3 At 15 Air-dried 
paste atm atm (hygroscopic 


water) 


Typic Torrispsamment 26.9 4.74 2.42 1.05 
Calcicxerollic Xerochrept 28.2 6.28 3.44 1.21 
Calcic Haploxeralf 34.9 16.0 6.2 1.77 
Typic Haplargid 40.6 25.6 1.27 3.1 
Lithic Xerorthent 45.5 26.4 9.0 2.20 
Typic Haploxeralf 47.7 25.2 11.7 4.13 
Calcic Palexeralf 50.1 20.0 8.7 3.4 
Vertic Palexeralf 58.8 31.4 15.8 5.4 
Lithic Haploxeroll 71.2 36.5 20.5 6.62 
Typic Chromoxerert 95.6 49.0 34.3 9.6 


low total salt concentration and is, in general, close to that of the rain or 
irrigation water. 


The chemical characteristics of the soil aqueous solution could be sum­
marized as follows: 


Acidity-alkalinity of the soil aqueous solution, measured as pH, is affected 
by the quality of the applied water (acid for rain - neutral or alkaline for 
irrigation) and buffered by the soil buffer system. 


Salinity or total salt concentration is usually expressed as total dissolved 
solids (TDS) or as the electrical conductivity of the solution (EC). The major 
fractions of the anions comprise Cl-, S042-, and N03 - and the common 
cations are Ca2+, Mg2+, Na+, and K+. It may be assumed that composition of 
the soil solution varies between the composition of the water entering the 
system and that of the solution in equilibrium with the solid phase and the 
products applied to the soil. The fate of some major anions (e.g., nitrates) in 
the system is characterized, however, by a fluctuating concentration. The major 
cationic species are strongly influenced by interactions with the soil solid phase, 
and the phosphate behaves in a similar manner. 


Inorganic trace elements such as alkali and alkaline earth cationic materials, 
transition metals, nonmetals, and heavy metals may be found in the soil 


Table 1.5. Diffusion constants of CO2, O2, and N2 in air and water, and their solubility 
in water at 20°C. (Paul and Clark 1989) 


Diffusion constant (cm2s-1) 


Air 


0.161 
0.205 
0.205 


Water 


0.177 X 10-4 
0.180 X 10-4 
0.164 X 10-4 


Solubility in 
H 20 (cm3 L-1) 


8.878 
0.031 
0.015 
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aqueous phase. The trace elements are of natural or anthropogenic origins. The 
adsorption reaction is a most significant mechanism in distributing trace ele­
ments between the soil solid and liquid phases. The complexation of inorganic 
trace elements by organic ligands found in solution influences the equilibrium 
status between the two phases and affects their concentration in the soil 
aqueous solution. 


Organic trace compounds - of natural or anthropogenic origin - can also be 
found in the soil aqueous phase. The phase distribution of the organic trace 
compounds in the soil medium is controlled by the nature and properties of the 
soil colloids, the chemical and physicochemical characteristics of the organic 
molecules, and the nature of the soil environment. 


1.3 The Soil Gaseous Phase 


Soil porosity on the one hand and the soil moisture content on the other are the 
factors governing the volume of the soil gaseous phase. From the point of view 
of soil pollution, the soil gaseous phase, referred to as the soil atmosphere, can 
assist the movement of organic molecules in the vapor phase and of water. The 
gaseous transport phase through pores which are not available for the liquid 
phase makes the soil atmosphere an important channel for soil pollution by 
volatile toxic chemicals. On the other hand, the transport of water as vapor 
into the pores might lead to the formation of a layer of water which covers the 
potentially available sites for nonpolar gaseous pollutants, thus reducing pol­
lutant fixation on the solid phase. 


Soil atmosphere composition C02, N2, and 02, which are the major gases in 
the atmosphere, are also those found in the soil atmosphere. Gases arising 
from biological activity, such as nitrogen oxides, may be present at any time, 
but, because of their high reactivity with soil components and their suscep­
tibility to biological activity, they are usually transitory (paul and Clark 1989). 
In general, in well-aerated soils the 02 content is around 20% and that of CO2 
between 1 and 2%. In heavy soils with high moisture content, however, the 
CO2 content of the soil atmosphere may reach values as high as 10%. The 
concentration of CO2 in the soil atmosphere could be related to both cropping 
techniques and soil properties (Henin 1976). The composition of the soil at­
mosphere changes with depth and with time under cultivation. 


The composition of the soil atmosphere might change as a result of gas 
dissolution into the liquid phase. The solubility of gases in water depends on 
type of gas, temperature, salt concentration, and the partial pressures of the 
gases in the atmosphere. The most soluble gases are those that become ionized 
in water (C02, NH3, H2S), but O2 and N2 are much less soluble (Table 1.5). 


The C02 concentration in the soil atmosphere might be different in small 
and large pores and might vary as a function of the aerobic or anaerobic 
activity of the soil microbial population. Paul and Clark (1989) showed that a 







18 The Soil as a Porous Medium 


change from aerobic to anaerobic metabolism occurs at an 02 concentration of 
less than 1 %. Thus, the overall aeration of a soil is not as important as that of 
individual crumbs and aggregates. Calculations show that water-saturated soil 
crumbs larger than 3 mm in radius have no O2 in their center (Harris 1981). 
This means that aerobic and anaerobic zones may coexist in a soil even under 
unsaturated conditions. 


1.4 The Soil as Biological System 


Soil organisms are an integral part of the soil medium and promote a con­
tinuous interaction between the living and nonliving soil populations. Both 
physical and chemical properties of the soil solid phase are affected by or­
ganism activity. The soil populations also affect the properties of the soil liquid 
and gaseous phases. The free-living organisms of the soil biota include bac­
teria, fungi, algae, and fauna. 


1.4.1 Soil Biota: Components and Distribution 


Viruses grow only within the living cells of other organisms. Bacteria are the 
most numerous of the microorganisms in soil. Paul and Clark (1989) show that 
both energy source and carbon source are useful for describing basic physio­
logical differences among bacteria, as among organisms generally. Those using 
light as their energy source are termed phototrophic, and those deriving their 
energy from a chemical source, chemotrophic. If C02 is used as the cell carbon 
source, the organism is termed lithotrophic. If cell carbon is derived principally 
from an organic substrate, the organism is organotrophic. Essentially the same 
differentiation expressed in the terms litho trophic and organotrophic is pro­
vided by the terms autotrophic and heterotrophic, respectively. The majority of 
known bacterial species are chemoorganotrophic and are commonly referred 
to as heterotrophs. Photolithotrophs include the higher plants, most algae, 
cyanobacteria, and green sulfur bacteria. Chemolithotrophs use divers energy 
sources, e.g., NH/, N02 -, Fe2+, S2-, and S20j-. The obligate chemolitho­
trophs use the same basic physiological pathway (the Calvin cycle) found in 
most other organisms in metabolizing their own cell constituents. Their ap­
parent inability to use any known external source of organic carbon is possibly 
linked to their lack of permeases to move organic molecules across cell 
membranes. Organic molecules must be synthesized within the cell. 


The fungi embrace eukaryotic organisms (molds, mildews, rusts, smuts, 
yeasts, mushrooms, and puffballs) and of the soil organisms, these organo­
trophs are primarily responsible for the decomposition of organic residues, 
despite the fact that they are outnumbered by the bacteria. Typically, the fungi 
form slender filaments or hyphae, which collectively form the mycelium soma 
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or thallus, reaching several decimeters in diameter. Algae are the most widely 
distributed of all green plants. Terrestrial forms are founded on, and in, the soil 
and soil parent material. Lichens are symbiotic associations of fungi and algae, 
forming a single thallus or undifferentiated body. Protozoa and metazoa are, 
respectively, unicellular and multicellular organisms, developing in the soil and 
forming the soil mesofauna. Both soil physicochemical properties and the 
structure of the soil microbial communities could be affected by the activity of 
the above groups of organisms. 


The population density of microbial organisms in the soil profile, which 
generally fdllows the distribution pattern of organic matter, decreases with 
depth. However, the population density does not continue to decrease to ex­
tinction with increasing depth, but reaches a very low and constantly declining 
density. Distribution of microorganisms within the soil fabric might also be 
observed. Bacteria show attachment to sand grains by fine fibrillae extending 
from their cell walls and by extracellular mucilaginous polysaccharides (mu­
cigels). For clustering of sand grains, a combination of microbial and plant 
mucigels, fungal hyphae, and small rootlets is required. Most bacteria are 
larger than clay particles, and usually carry a negative charge. Mucigels are 
macromolecules that do not move around in soil and, therefore, it is probable 
that very fine clay particles migrate to mucigels and organisms to initiate 
aggregate formation. Pore diameters in microaggregates are 0.2-2.5 /-lm, and in 
macroaggregates, mostly 25-100 /-lm. Small pore neck sizes prevent entry of 
organisms; therefore, only a few of the small pores can be invaded by bac­
teria. 


Chemical analysis of the soil organic matter in microaggregates shows that 
the contained sugars are mostly of microbial origin. Macroaggregates permit 
aeration, water entry and drainage, diffusion of soluble compounds, and oc­
cupancy by organisms. Their pores are colonized by microflora and micro­
fauna, and some pore necks may permit entry of members of the mesofauna. 
Large macro aggregates (> 1 mm) may show penetration by roots or close as­
sociation with them. Macroaggregates are more intensively colonized by or­
ganisms and are metabolically more active sites than the soil taken as a whole. 
Chemical analysis of macro aggregates shows greater contents of nutrients 
(carbon, nitrogen, sulfur, phosphorus) and a greater proportion of sugars of 
microbial origin than is found in the soil generally (Paul and Clark 1989). 


1.4.2 Microorganism Bioactivity 


Life being compared with a series of enzyme reactions, it is natural that the 
activity of soil enzymes is of primary importance in dealing with micro­
organism bioactivity. Table 1.6 lists the common soil enzymes and the reac­
tions they catalyze. Some enzymes are constitutive (e.g., urease) and are 
routinely produced by cells, others are adoptive or induced and are formed 
only in the presence of a susceptible substrate. Soil enzymes, being proteins, are 
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often entrapped in soil organic and inorganic colloids and, therefore, a large 
background of extracellular enzymes, not directly associated with the microbial 
biomass, can be found in the soil (Paul and Clark 1989). The microbially 
induced transformations control the availability and cycling in the soil medium 
of nutrients such as carbon, nitrogen, sulfur, and phosphorus. The microbial 
activity, including decomposition, can be described by the kinetics of corre­
sponding transformations. The reaction rates are generally expressed as 
functions of the concentration of one or more of the substrates being degraded. 
Several types of reaction kinetics cover the microbially mediated decay in the 
soil medium: (1) zero-order kinetics, in which the rate of transformation of the 
substrate is not affected by changes in its concentration; (2) first-order kinetics, 
in which the rate of transformation of the substrate is proportional to its 
concentration; and (3) hyperbolic reaction kinetics, in which the rate of 
transformation approaches some maximum with time. These reaction kinetics 
can be mathematically expressed, and microbially induced transformations in 
the soil medium can be predicted accordingly. 


1.5 Soil Heterogeneity 


Soil properties on the field scale are spatially variable, with a difference of 
sometimes more than an order of magnitude occurring within relatively small 
fields (Bresler et al. 1984; Yaron et al. 1985). Although few published data are 
available, it is assumed that the soil mineral and organic matter contents, and 
thus its adsorption capacity, vary as well. Beckett and Webster (1971) calcu­
lated that the coefficient of variation for organic matter content for a single 
field will be 25-30%. This variability is apparently inherent to some degree in 
all field soils. Soil heterogeneity may result, for example, from microrelief 
effects, natural cracks, inclusion of different materials, variations imparted 
during formation processes, and from human activity. Soil heterogeneity can 
affect pollutant behavior in relation to adsorption, transport, and persistence. 


The interpretation of the variability of soil constituents and physical 
properties has been an object of interest for pedologists and soil physicists (e.g., 
Biggar and Nielsen 1976; Dagan and Bresler 1979; Burgess and Webster 1980; 
Bouma 1981, 1989; Nielsen et al. 1983; Bresler et al. 1984; Webster 1985). The 
concept of representative elementary volume (REV), developed and used for 
porous media (Hubert 1955; Bear 1972), was transferred to soil science. In this 
concept the soil continuum is considered as a summation of representative 
elementary volumes (REV), and the definition and measurement of the soil 
properties are made on volumes of soils greater than this volume. Volume 
scales selected for the various soil properties differ and the REV would be 
different for physical, chemical, or microbiological parameters. The whole soil 
is considered to be divided into domains of microscopic, macroscopic, and 
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megascopic effects, and the variations within each domain increase from the 
microscopic to the megascopic. 


When a pollutant reaches a soil, its concentration in the liquid phase is 
dependent not only on the soil constituents but on their domainal distribution. 
For example, in the microscopic domain, the concentration of the solution will 
fluctuate depending upon the size and distribution of the pores and of the soil 
aggregates. Solute diffusion into aggregates will affect the adsorption-desorp­
tion process, the rate of chemical conversion, and the ratio between anaerobic 
and aerobic microbial activity. The partitioning between the air, water, and 
solid phases in the microscopic domain may also affect the volatilization of 
pollutants. In the macroscopic or megascopic domain, where large pores or soil 
cracks exist, convective transport, together with diffusion into and out of the 
soil aggregates, will define chemical behavior in the soil. As a consequence, the 
spatial distribution of soil properties affects and governs pollutant behavior in 
the soil system. 


The spatial variability of a soil is not confined to field conditions; it occurs 
even on the laboratory scale generally used for defining soil parameters re­
levant to soil pollution estimation and prediction. There are two reasons. The 
first is related to the variability among the samples used in laboratory mea­
surements, which must be taken into account in the sampling procedure. The 
second reason lies in the intrinsic variability of the sample. In a recent work of 
Wise (1993), the effect of laboratory-scale variability on the nonlinear sorptive 
behavior in a porous medium was proved. The author considered a porous 
medium to be composed of spatially distributed particles, individually char­
acterized by randomly distributed sorptive capacities and selectivity coeffi­
cients. Comparing the validity of Langmuir's and Freundlich's isotherms for 
individual particles and soil aggregates, Wise (1993) observed a discrepancy 
between the results obtained with an individual particle, and those with an 
ensemble of particles, in composing the media. As the variability in underlying 
sorptive property increases, the Langmuir isotherm ceases to describe the be­
havior of the aggregates of individual particles well, under either static or 
dynamic conditions. The estimation of pollution hazard from the laboratory­
obtained parameters should, therefore, consider the variability among the in­
dividual particles forming the analyzed soil sample, in order to validate the 
results obtained. 
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CHAPTER 2 


The Soil Pollutants 


We consider as a pollutant any chemical of natural or anthropogenic origin 
which accumulates in the soil medium and changes the natural soil equilibrium, 
as a result of human activity. A modern society, however, cannot be developed 
without the use of natural and synthetic compounds which may be added to 
the various ecosystems. The art of safeguarding the environment consists of 
minimizing the amount of out-system compounds reaching the land surface 
and restraining as much as possible the pollution-generating sites by control­
ling their disposal habits. 


This chapter will deal with the pollutants reaching the land surface, with 
emphasis on their chemical structure and properties, which in the final state 
control their behavior in the soil. For didactic reasons, we have grouped the 
soil pollutants into inorganic, inorganic-organically bound compounds, and 
organic toxic compounds. This chapter will not include tabular data of the 
properties of the soil pollutants, but only a blend of illustrative characteristics 
of the major pollutants reaching the soil porous media. 


2.1 Inorganic and Inorganic-Organically Combined Pollutants 


In this group of pollutants we will include nitrates, phosphates, salts, and trace 
elements. The main characteristics of these compounds are that many of them 
are found in the soil in inorganic and organic forms, their behavior changing 
according to their speciative status. 


2.1.1 Nitrogen Forms 


The main inorganic N compounds detected in soils include NO), N02, ex­
changeable NHt, mineral-fixed NHt, dinitrogen gas (N2), and nitrous oxide 
(N20 2). The nonexchangeable (fixed NHt) may constitute over 50% of total N 
in some soils, but in most of the agricultural land it constitutes no more than 
10%. Fixation and release of NHt are discussed in Chapter 6. 


NO), N02, and exchangeable NHt are considered the most important 
inorganic N compounds, and under natural conditions their concentration 
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generally ranges from a few to a few tens of ppm (Allison 1973). The N 
concentration in the soil upper layer fluctuates during the year and is affected 
by the climatic changes (e.g., from about 10 ppm during the winter to about 50 
ppm during the spring in a temperate climate). In contrast to fixed NHt, the 
distribution of which is correlated with depth in the presence of clay material, 
the distribution of N03" is not correlated with a specific soil characteristic, but 
usually follows the water movement through the soil. Exceptions are soils with 
significant anion exchange properties, or other sorption sites, where the mo­
bility of N03" is less appreciable (e.g., soils with high Fe-oxides-hydroxides 
content). 


Stevenson (1982) stated that 90% of the N in the surface layer of most soils 
is organically combined. He defined the following group of forms of organic N 
in terms of acid hydrolysis fractionation: acid-insoluble N, amino acid N, 
amino sugar N, and hydrolyzable unknown N (HUN) fraction. The N dis­
tribution in soils exhibits a climate effect: a higher percentage of the N in soils 
occurred as amino acid N and as amino sugar N in the warm climates; lower 
values were observed at cool temperatures and in the arctic zone. The high 
resistance of organic N complexes to soil microbial attack is known; it can be 
explained by the nature of the N-organic complexes (e.g., NH3" or N02" -lignin 
or humic substance complexes) by their adsorption on clay mineral surfaces 
and by the fact of some of the organic N being entrapped in small pores, 
inaccessible to microorganisms (Stevenson 1982). 


Jenny (1941) showed that in uncultivated soils the organic matter and N 
content attains a steady-state level that is governed by the soil-forming factors 
(climate, relief, vegetation and organisms, parent material, and time). 


The N cycle in soils is an integral part of the overall cycle of N in nature 
(Fig. 2.1); it is maintained in soils, not only through fixation of molecular N2 
by microorganisms, but also through the return of NHt and N03" in rain­
water. The N balance in soils is controlled by biological N2 fixation, miner­
alization, and conversion of organic forms of N to NHt and N03 
(ammonification-nitrification), or by utilization of NHt and N03" by plants 
and microorganisms (assimilation-immobilization). An important source of N 
is fertilization of agricultural lands and from land disposal of wastes and 
sewage effluents. An additional source of nitrogen is that which originates from 
acid rains. The natural and man-made contents of nitrogen oxides (NOx) in the 
atmosphere originate from lighting, volcanic eruptions, and, mainly, from 
biological processes. Most man-made emissions derive from point sources 
characterized by spatial variations of NOx level, peaks being observed over the 
cities. These emissions induce the acidification of rain and the NOx forms a 
solute which reaches the land surface via the rainwater. 


Nitrogen losses from soil occur mainly through crop removal, volatilization, 
and leaching. Under suitable conditions, NH3 can be lost from soils by vola­
tilization (see Chap. 4). An additional cause of losses results from bacterial 
denitrification to N20 and various intermediate reduction products. All bac­
teria involved in denitrification are facultative anaerobes and their denitrifying 
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Fig. 2.1. Major components of 
nitrogen cycles in soils. (After 
Feigin et al. 1991) 


activity occurs under a soil with a poor drainage, in a temperature range of 5-
25°C, and at soil pH around 7.5, in the presence of a good supply of de­
composable organic matter. Leaching encompasses NO] and NHt to a lesser 
degree; it follows the water transport pattern through soils. 


Adverse effects of nitrogen encompass both human health and the terrestrial 
environment, and these occur when excess of NO] and its reduction product 
N02" (N-nitroso compounds) are found. 


2.1.2 Phosphorus Forms 


Soil phosphorus forms include organic and inorganic fractions, consisting of 
compounds characterized by different solubility and availability for various 
reactions, and with specific potential contributions to the pool of labile or 
available P in the soil. The percentage of each P fraction varies greatly. The 
organic fraction is 5-90% of the total P, with the higher percentages being 
typical. of organic soils. 


The principal inorganic P forms in soils are Ca orthophosphates, adsorbed 
orthophosphates, and occluded phosphates (Lindsay 1979; Mengel 1985). The 
formation of Ca phosphates is promoted under alkaline conditions in the 
presence of a high Ca concentration. Since the pH and the level of Ca in 
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calcareous soils are high, Ca phosphates are the predominant stable com­
pounds in these soils. The various Ca phosphate compounds found in soils are 
characterized by specific solubility and availability levels. The order of solu­
bility of the common phosphate ions is: H2POi > HPO~- > PO~-. The for­
mation of stable phosphate compounds (tricalcium phosphate and apatite) is 
favored at high pH, while Al and Fe phosphates are formed at low pH. 


The level of total P in soils varies greatly, lying between 0.1 and 0.8 g P kg-I 
dry soil and 500 and 2000 kg P ha- I in the top 0.2-m layer. Typical levels of P 
in the subsoil solution of unfertilized soil range from 0.001 to 0.1 mg P I-I 
(Hook 1'983). The level of P available to plants, as determined by various 
chemical and biological methods (Olsen and Sommers 1982), comprises only a 
small fraction of the total P present. The concentration of water-soluble P is 
0.03-3 mg kg-I dry soil (Ryden and Pratt 1980), with most of the published 
values below 1 mg P kg-I. Application ofP to the soil, as fertilizer, manure, or 
in effluent, results in an immediate rise in the level of water-soluble P in the soil. 
However, due to adsorption and precipitation reactions taking place in the soil, 
the level of soluble P declines rapidly with time. Phosphorus uptake by plants 
also reduces the level of soluble P in the soil, but usually at a much slower rate. 
The actual level of water-soluble P in soil is usually very low, and the move­
ment of P through the soil is restricted (Feigin et al. 1991). Phosphorus con­
tained in substances such as fertilizer, organic amendments, and sewage 
effluents, when added to the soil, soon becomes an integral part of the soil P. 


Summarizing the transformation ofP in the soil medium, Feigin et al. (1991) 
emphasized that P in fertilizers, consisting of soluble P, becomes part of the 
labile P in soils. Effluents, depending on the chemical properties of the P they 
contain, may also contribute to the pool of fresh organic P. Manures and other 
materials containing organic P may behave in a similar way. The labile P is 
available to plants and is therefore immobilized in plant materials (grain, 
stover, or root) and through microbial activity as fresh, and, later, also as 
stable organic P. Some of the plant P, such as grain P, is removed from the 
field, while the rest is reincorporated into the soil, finding its way into the pool 
of fresh organic P. Decomposition of soil organic matter (fresh and stable 
pools) releases P back into the pool oflabile P. The rate of this process depends 
on the nature of the soil organic matter, and on soil conditions such as pH, 
moisture, temperature and aeration. 


The peak concentration of labile P, which occurs immediately after the 
addition of soluble P to the soil, declines within a few hours or, at most, within 
a day or two, as P is transformed into other forms, mainly by binding to the 
pools of active and stable inorganic P. The relative proportions of the labile, 
active and stable inorganic-P forms are constant, providing a constant supply 
of P as it is taken up by the crop. 


The predominant processes involved in the transformation of labile P to less 
soluble forms are sorption, precipitation, and occlusion of inorganic P. The 
formation of insoluble Ca-phosphate compounds is the main process re­
sponsible for the reduction in the level of labile P in calcareous soils. The high 
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concentration of Ca and the high pH characteristic of these soils promote the 
process. Sorption processes are often the major explanation for the removal of 
labile P by noncalcareous soils mainly on Fe- and AI-oxides (Ryden and Pratt 
1980). 


Phosphorus loss from soil occurs mainly through crop removal runoff and 
leaching. The uptake of P by agricultural crops, for example, varies greatly 
(10-100 kg ha-1yc1) with most values being between 20 and 50 kg ha-1yc1. 
Leaching of phosphate also varies as a function of P form, of the soil prop­
erties, and of the amount of water (rain - irrigation) passed through the sys­
tem. An important retention factor is the soil adsorption capacity for P, the 
amount in excess of that adsorbed should be leached into depth. Ryden and 
Pratt (1980) showed, however, that the actual capacity of soil to adsorp P is 
often much greater than that predicted by laboratory tests, and that alternate 
drying and wetting restores the adsorption capacity of the soils. On the other 
hand, cases of faster-than-predicted movement of P have been recorded and 
explained in terms of the preferential flow of the solute. An additional factor 
which should be considered in P retention by soils is its precipitation. Runoff 
from agricultural lands is a major route for phosphate transport to surface 
water. Adverse effects of phosphorus encompass both human health, as well as 
the soil and water environment and those occurring when the chemical is in 
excess. Man's activities affect the global phosphorus cycle to an ever-increasing 
degree. The phosphate in sewer discharge and from farm erosion is already 
affecting freshwater and marine ecology in parts of North America, Europe, 
and Asia. 


2.1.3 Salts 


The soil liquid phase, as well as all water reaching the soil, is characterized by a 
specific salt content. The distribution of the ions between the soil liquid and 
solid phases is governed by the exchange properties of the solid phase and 
controlled by the ion exchange process. As an example, chemical examination of 
solutions extracted from soils from arid and semiarid climatic areas reveals Na+, 
Ca2+, Mg2+, K+, CI3-, SO~-, HC03 and CO~- as major ionic components. 


Under special conditions - mainly as a result of human activity - the salt 
presence in the soil, as reflected by the quantity and its ionic ratio, may become 
harmful to the environment. Among the anions with a potential to become 
pollutants, sulfur and chloride should be considered, as well as magnesium and 
sodium, among the cations. 


2.1.3.1 The Anions. 


Both anions, sulfur and chloride, could reach harmful levels for the soil en­
vironment as a result of human activity and consequently become pollutants. 
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Sulfur forms to be considered as potential pollutants originate from both 
earth and atmospheric sources. Sulfur in soil occurs as sulfate minerals, sulfur­
bearing minerals, adsorbed on mineral surfaces, as components of the soil 
organic matter, and as sulfides in the soil liquid phase. The atmospheric sulfur 
consists primarily of S02, but other gaseous sulfur compounds could be found. 


Inorganic sulfur might be found in soils as mineral sulfur, adsorbed sulfate, 
or as solutes. In mineral form, sulfur may occur as precipitating calcium or 
magnesium sulfates, or as metal sulfides such as FeS2 or ZnS2. The sulfide 
minerals occur primarily under anaerobic conditions and oxidize to sulfuric 
acid when exposed to air. Inorganic sulfur represents only 5-10% of total 
sulfur in soils (Neptune et al. 1975). 


Sulfur-containing compounds in the soil organic matter include the amino 
acids cystine and methionine and their related compounds. Organic sulfur has 
been fractionated (Anderson 1975) into the following fractions: reducible 
sulfur, ester sulfate, sulfur, carbon-bonded sulfur, etc. Release of organic sulfur 
is related to the rate of organic matter decomposition. Sulfur released from 
organic matter is oxidized to sulfate by sulfur-oxidizing microorganisms. 


The gaseous sulfur dioxide (S02), resulting from human activity as an 
emission from power stations or industrial and urban complexes, is dissolved in 
the water, inducing its acidification, and in this form reaches the land surface. 
Since these man-made emissions are, in part, of point source origin, their effect 
on the soil sulfur balance will be only a local one. 


An additional deposition of sulfur on the soil surface resulting also from an 
anthropogenic source is the sulfate. It can be found in irrigation or drainage 
water and reaches the soil as a result of irrigation with saline water or due to 
the rise in the drainage water sulfate level as a result of a malpractice in 
controlling the sulfur balance in irrigation systems. In a soil, it may also be 
changed as a result of the use of CaS04 for soil reclamation. 


Chloride is an additional component of the earth water which could become 
a pollutant when added to the soil system under uncontrolled management. 
Under natural origin, the chloride can reach the soil by dissolution of crys­
talline material and deposition reactions which may be either reversible or 
irreversible. Mainly, the ion Cl- is found as a solute in the soil liquid phase, as 
a free salt, or adsorbed on positively charged soil surfaces. The Cl- balance in 
soil is disturbed as a result of irrigation with saline water rich in Cl- or by a 
chlorotic groundwater which rises into the upper part of the soil as a result of a 
poor drainage system. 


2.1.3.2 The Cations 


Sodium and magnesium are earth cations, which in the soil solution are ba­
lanced by soluble anions. Under special anthropogenic circumstances, these 
cations could become harmful for the environment, and consequently become 
potential pollutants. 
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Magnesium is the fourth most abundant metal in living organisms. In the 
soil, it is a constituent of many soil minerals and is present as exchangeable 
magnesium on the cation exchange complex and in the soil liquid phase as 
solute. Small amounts of magnesium may also be found bound with soil or­
ganic ligands. 


The magnesium minerals are, in general, constituents of soil clays (e.g., 
smectite, vermiculite, illite); the more soluble magnesium minerals (e.g., do­
lomite, magnesium sulfate, etc.) become reduced in concentration by weath­
ering or leaching. The data from the literature indicate a range of 0.015-1.02% 
for total magnesium in soils. Total magnesium in soils increases with increasing 
clay content. 


Irrigation with saline water characterized by a high magnesium content can 
be noted as an anthropogenic source of magnesium in soils, which may affect 
the soil physical properties and fertility. Barber (1984) showed that the ex­
changeable magnesium in soils usually varies from 0.5 to 14 cmol kg-1 with 
magnesium saturation of the exchange capacity, usually 10-20%. Exchange­
able magnesium is usually 20-60% of total magnesium. Soil solution magne­
sium is in equilibrium with exchangeable magnesium, but aridic soils have soil 
solutions with much higher solute concentrations due to the lack of natural 
leaching. 


Magnesium fixation and release from soils depend on soil pH. Chan et al. 
(1979) showed that in soils with pH-dependent or variable charge, magnesium 
was exchangeable at pH values below 6.0 and became nonexchangeable at a 
pH about 6.5. The release of magnesium occurs from both nonexchangeable 
and exchangeable sources. An additional source of magnesium could be found 
in alkaline water where such water sources are used for irrigation. Applied 
under this condition, magnesium could remain in the soil liquid phase, mainly 
when the soil exchangeable complex is saturated with calcium cations. 


Sodium The only important halide mineral in soil is NaCl. It is a very 
soluble mineral, quickly removed from soils where rain or irrigation are high 
enough to cause deep leaching. The presence of this very soluble mineral in 
soils requires that its rate of accumulation should be greater than its leaching 
rate. However, due to the exchange processes, Na+ from the aforementioned 
soluble source can exchange Ca2+ and Mg2+ to the soil exchangeable complex 
and accumulate in soils according to their exchange capacity. An accumulation 
of sodium will occur in soils when irrigation with saline water is practiced. 


Sodium is a soil chemical concern when it occurs in excess, generally> 15% 
of the exchangeable cations. When found in the soil liquid phase, sodium can 
exchange the calcium cation from the soil complex, leading to the deterioration 
of the soil quality by affecting its hydrophysical properties. High sodium 
concentration in the liquid phase can become toxic for many agricultural crops. 


Sodium carbonate forms which are associated with alkali soils are: nahcolite 
(NaHC03), soda (Na2C03.l0H20), and trona (Na2C03.NaHC03-2H20). 
The synthesis of Na2C03 minerals is a result of a physicochemical or a bio­
logical process. The physieochemical process consists of leaching of a soil with 
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highly sodie water, followed by leaching with water of low salinity, or by 
weathering of igneous rocks to produce bicarbonates of Na+, Ca2+, and Mg2+. 
Upon the evapotranspiration of the resultant solution, CaC03 and MgC03 
minerals will be precipitated and the remaining solution will contain Na+ and 
HC03. Further drying of the soil will induce an increase in the concentration 
ofNa+ and the formation of Na2C03' The biological formation of Na2C03 in 
soils is a result of a reduction process. 


2.1.4 Potentially Toxic Trace Elements 


Potentially toxic trace elements form a major group of compounds involved in 
soil pollution. Originating either from soil parent material or from anthro­
pogenic sources, the trace elements could become toxic for the immediately 
surrounding biota when their concentrations exceed crop and animal tolerance 
limits for these elements. In the meantime, a concentration of trace elements in 
soil could form a major source of pollutants for the ground and surface water. 


Adriano (1986) defined "trace elements" as those elements that occur in 
natural and perturbed systems in small amounts and that, when present in 
sufficient concentrations, are toxic to living organisms. We can still consider 
valid the Nriagu (1984) estimation of the amount of trace elements mined and 
used by our advanced society: 0.5, 20, 240, 250, and 310 million tonnes of Cd, 
Ni, Pb, Zn, and Cu, respectively. Adriano (1986) quoted other estimations 
concerning anthropogenic As, Cd, Pb, Cu, and Zn which are currently being 
disseminated via the atmosphere to distant ecosystems at about 22000, 7000, 
400000; 56000, and 214000 tonnes annually, respectively. It is generally ad­
mitted that the inputs from anthropogenic sources exceed the contributions 
from natural sources by severalfold. 


While the trace elements originating from soil parent material, are, on a 
short time scale, almost in a steady state, those introduced into the soil as a 
result of human activity are, in general, continuously increasing. Among the 
anthropogenic sources we can include: commercial fertilizers (as defined mi­
cronutrients or as impurities in the basic fertilizers, mainly phosphates), the 
impurities accompanying industrial soil reclamation products (gypsum and 
lime), the trace elements used directly bound onto organic biocides, mining 
residues, and automobile emission products. A major source of trace element 
pollution is land disposal of municipal and animal refuse and of sewage water 
and sludges. 


In the present chapter, only the trace elements having an adverse environ­
mental effect will be discussed. When dealing, however, with the nature of the 
potentially toxic trace elements in soils, we will also consider their specific 
forms. Their behavior is defined by their specific form rather than by their total 
concentration. In this regard, Adriano's (1986) table summarizing both plant 
and animal response is reproduced (Table 2.1). For further details on prop­
erties and behavior of potentially toxic trace elements, the reader is addressed 
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to Adriano's monograph, published in 1986, which was used by us in de­
scribing the properties of the potentially toxic trace elements. 


Adopting the Adriano (1986) nomenclature, among the potentially toxic 
trace elements we will include group micro nutrients such as: Zn, Mn, Cu, Fe, 
Mo, and B. Additional potentially toxic trace elements to be discussed are As, 
Cd, and Cr. A particular case is that of radioactive trace elements which may 
reach the soil by accident following an unsafe disposal. Since the behavior of 
radioactive compounds in soils is similar to that of nonradioactive trace ele­
ments, they will not be discussed separately. 


The anthropogenic origin of trace elements introduced into the soil en­
vironment covers the whole spectrum of human activity and cannot be artifi­
cially grouped and discussed according to their provenance. We will select 
only, as an example, a limited number of trace elements having an environ­
mental impact, which will be discussed in alphabetical order, as follows: 


Arsenic (As) belongs to group V-A and has an atomic weight of 74.992. The 
more common oxidation states are: 0, III, and V, as bound covalently with 
most metals and stable organic compounds. As sources we mention soil parent 
material, airborne emissions. landfill wastes, etc. 


In uncontaminated soils, the total As in general does not exceed 20 ppm, in 
the form of insoluble compounds with AI, Fe, and Ca. In particular cases, the 
water-soluble fraction can reach about 6% of the total As in soils (Akins and 
Lewis 1976). This explains the movement of As (as sodium arsenite) in the soil 
profile. The reduced form of arsenite is four to ten times more soluble in water 
than the oxidized state (V). In a strongly reducing soil environment, elemental 
As and arsine (III) can exist: in an aerobic environment, arsenite (V) is stable, 
and arsenite (III) can be the predominant form under moderately reducing 
conditions created by flooding (Deuel and Swoboda 1972). Both represent 
oxidative and reductive transformation of meta-arsenates. 


Boron (B) belongs to group III-A of the Periodic Table and is a nonmetallic 
element. At room temperature B is inert, but strong oxidizing agents can affect 
it, forming borates. Boric oxide (B203) is acidic, and soluble in water. The 
soluble form - originally from irrigation water - can be a source of pollution 
for the irrigated soil. As B sources can be mentioned the parent material, water 
resources, fertilizers, sewage sludges, and coal combustion effluents. 


Total B in normal soils reaches 2-100 ppm, with an average of 30 ppm, and 
it depends largely on the soil parent material. While in a clay-organic soil the 
average B content is 40-500 ppm, in sandy soils it reaches only about 5 ppm. In 
the heavy organic soils, B is mainly distributed in the upper layer of the soil 
profile, while in the sandy soils it could be distributed almost equally along the 
profile. In many cases, the B presence is associated with saline-alkaline soils. 


Boron can be found in four well-defined forms: water-soluble, adsorbed on 
clay surfaces, fixed in the clay mineral lattices, and organically bound. The 
nonionized species B(OHh is the predominant one in the soil solution and 
occurs under a pH up to 9. Polymeric forms of B are unstable in soils. 
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Cadmium (Cd) is a soft metal with an atomic weight of 112.40. It has eight 
stable isotopes. It is a transition metal in group II B and is almost always 
divalent in stable compounds, the most common one being CdS. It can form 
hydroxides and complex ions, for example, with ammonia or cyanide [e.g., 
Cd(NH3):- and Cd (CN)~-]. A series of complex organic amines, sulfur 
complexes, and chelates can also be mentioned. The Cd ions can form insoluble 
compounds, usually hydrated with carbonate, arsenate, phosphate, or oxalate 
ions. As Cd sources can be mentioned, besides the soil parent material, sludges 
and effluents (mainly industrial), fertilizers, atmospheric fallout, and radio­
active waste disposal. 


The total Cd in noncontaminated soils originates from the soil parent ma­
terial and ranges from < 0.1 to 10 ppm. Cd is fairly mobile in the soil profile 
and is almost uniformly distributed. Cd contamination induces an enrichment 
in Cd content of the upper layers of the soil. In soils, Cd is found in various 
forms and speciations which were summarized by Adriano (1986) as follows: 
exchangeable phase - adsorption of Cd by electrostatic attraction to nega­
tively charged exchange sites on clays, organic particulates, and hydrous oxi­
des; reducible (hydrous-oxide) phase - adsorption or coprecipitation with 
oxides, hydroxides, and hydrous oxides of Fe, Mn and, possibly, AI, present as 
coatings on clay minerals or as discrete particles; carbonate phase - carbonate 
precipitation in soils high in free CaC03 and bicarbonate, and alkaline in 
reaction (precipitation is also likely to occur with phosphate); organic phase­
complexation with the organic fraction by chelation or organic binding. The 
complexes may vary in stability from easily decomposable to moderately re­
sistant to decomposition; lattice phase - fixation within the crystalline lattices 
of mineral particles, sometimes known as residual fraction; sulfide phase -
very insoluble and stable compounds of Cd sulfides occurring in poorly aerated 
soils, such as rice paddy soils; and solution phase - exists in soil solutions in 
either the ionic or complexed form. 


The properties of the soil solid phase and the composition of the soil so­
lution, together with the initial Cd concentration, as well as the environmental 
conditions (soil moisture status and temperature) define the Cd forms or 
species. 


Chromium (Cr) is a member of group VI -B of the Periodic Table and has an 
atomic weight of 51.996. It has four stable isotopes, and five radioactive iso­
topes, the one mostly used as a tracer being 51Cr. It is commonly found in 
oxidation states 0, III, and VI, the III state being the most stable. The trivalent 
form has a great tendency to coordination with oxygen- and nitrogen-con­
taining ligands. The hexavalent form is the most toxic of all the oxidation 
states of Cr. As Cr sources can be mentioned, besides the parent material, 
industrial waste disposal (e.g., paper mills, petrochemicals, steel, plating, etc.), 
fertilizers, and sewage sludges, as well as municipal effluents. Deposition of 
atmospheric particulates is also a source of Cr accumulation in soils. Total Cr 
concentration in soils ranges, in general, between 5 and 1000 ppm, but there are 
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soils characterized by a lower concentration. Berrow and Reaves (1984) re­
ported a mean value of 50 ppm for world soils. As a function of its oxidation 
state and complexing agents, Cr can be found at various depths in the soil 
profile. In general, however, the reports on the pattern of profile distribution of 
Cr are inconsistent. Cr added to a soil can be oxidized or reduced, dissolved in 
the soil solution, adsorbed on the mineral and organic solid phase, chelated by 
an organic ligand, or precipitated as insoluble compounds. Reduction of Cr 
(VI) to Cr (III), for example, is slower in an alkaline soil than in a neutral or 
acid one. Factors affecting the fate of Cr in the soil environment are: pH - by 
increasing its solubility in the aqueous phase and affecting its reduction rate; 
oxidation state - increasing the toxicity of the compound in the hexavalent 
form and its mobility, due to the anionic nature of the species; electron donors 
or acceptors - by affecting the reduction process in the case of electron donors 
[e.g., organic matter, Fe (II), etc.] or enhancing oxidation in the case of electron 
acceptors (e.g., Mn). Some organic acids to be found in the soil medium (e.g, 
citric, gallic, acetic, etc.) may serve as chelators for a species like Cr (III) or 
electron donors for Cr (VI). In an anaerobic environment, with a low redox 
potential and pH, Cr would exist in the Cr(I1I) state. 
Copper (Cu) belongs to group I-B of the Periodic Table and has an atomic 
weight of 63.546. It is characterized by two natural and two radioactive iso­
topes; 64Cu with a half-life of 128 h being the most commonly used as tracer. In 
nature, Cu occurs in the I and II oxidation states as native metals and as other 
forms such as sulfate, sulfosalts, carbonates, etc. Cu reaches the soil as in­
dustrial wastes, food additives, disease and protection agents for both animal 
and vegetable populations, fertilizers, manures, sludges, and effluents. Also, Cu 
can reach a soil surface as an atmospheric particulate, high deposition being 
observed over a long distance from the emitting urban-industrial source. The 
primary route of Cu into the soil is from the parent material itself. 


In normal agricultural soil, the total Cu content ranges between 1 and 50 
ppm, but values up to 250 ppm have been registered. In general, it is strongly 
adsorbed and is one of the least mobile elements, mostly remaining uniformly 
distributed along the soil profiles. In soils, Cu can occur in various forms: in 
soil solution, ionic and complexed, in normal exchange sites, on specific 
sorption sites, occluded in the soil oxide materials, in organic residues and, 
finally, in the lattice structure of primary and secondary minerals. McLaren 
and Crawford (1973) and McBridge and Bouldin (1984) found that the bulk of 
available soil Cu reserve residues is in the organically bound fraction. Organic­
bound forms of Cu dominate most arable soils, and the enrichment of the soil 
with Cu (organic or inorganic) is reflected in the increase in most fractions. 
Mattigod and Sposito (1977) suggested that the major inorganic form of 
complexed Cu2+ in neutral and alkaline soil solutions would be CUC03, since 
in highly alkaline soils Cu(OH)~- anions become the predominant soluble 
species. Among the anions in soil solutions, sulfate and chloride may form 
complexes with Cu2+ in a saline environment (McBride 1981; Doner et al. 
1982). The mobility and availability of Cu is largely dependent on soil pH, 
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organic matter content, the presence of iron, manganese, and aluminum oxi­
des, and clay soil mineralogy. 


Lead (Pb) belongs to group IV-A of the Periodic Table and has an atomic 
weight of 207.19. It has oxidation states of II and IV, four stable isotopes and 
one radioactive form (2I2Pb with a half-life of 10 h). The Pb salts may be 
slightly soluble in water (chloride and bromide) or almost insoluble (carbonate 
and hydroxide). 


Total Pb concentration in uncontaminated natural soils ranges from <1.0 
ppm to about 20 ppm (Nriagu 1978). The average content of organic soils is, 
however, about three times greater than that of mineral soils (Reaves and 
Berrow 1984). An increase in soil Pb content is due to human activities as 
follows: use as an additive in gasoline constituents with all the consequent 
global contamination by particulate emissions, accumulation near roadways, 
and industrial use in urban areas; smelting; and, finally, soil disposal of sewage 
sludges and effluents. Commercial fertilizers, as well as some crop-protection 
chemicals containing traces of Pb, could increase the Pb content of agricultural 
soils. The distribution of Pb in the soil profile decreases with depth and this 
declining profile is explained by its retention on the organic matter generally 
found in the upper layer of the soil profile. 


In soil, Pb is found in various forms and speciation states. In arid soils, 
exchangeable, sorbed, organic carbonate and sulfide fractions have been found 
(Sposito et al. 1982) and in a humid area hydrous-oxide forms have been 
detected (Alloway et al. 1979). Under certain conditions, Pb can be trans­
formed by microorganisms, and a volatile compound - tetramethyl Pb - has 
been detected. The forms of Pb in soils are controlled by the soil mechanical 
composition, mineralogy, organic matter content, and the solution pH. 


Manganese (Mn) is a member of group VII-A of the Periodic Table and has 
an atomic weight of 54.938. It can exist in compounds in a series of oxidation 
states; its stable salts are those in oxidation states II, IV, VI, and VII; the lower 
oxides are basic and the higher ones acidic. Besides its natural origin from 
metamorphic, sedimentary, and igneous rocks, Mn can reach the land surface 
as the result of human activity. Mn is used as fertilizer in inorganic (MnO) or 
organic (Mn EDT A) forms. It has been identified in sewage sludges and ef­
fluents dispersed on lands. Particulate emission from the iron and steel industry 
and from fossil fuel combustion are additional aeolian sources of the Mn 
present in soils. 


There are many Mn forms in soils due to the fact that it forms compounds 
in several oxidation states: it forms nonstoichiometric oxides in mixed oxi­
dation states, coprecipitates with iron oxides and, in the solid phase, exhibits 
amphoteric behavior interacting specifically with both anions and cations. The 
forms of soil Mn are classified as water-soluble, exchangeable, adsorbed, 
chelated, or complexed, secondary clay minerals, primary minerals, and in­
soluble metal oxides. In the presence of organic matter, Mn complexes par­
ticularly with humic acid; changes with pH in the availability of Mn are also 
due to complexation with organic matter. It has been found, however, that 
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Mn chelates in soils are unstable, either Fe or Ca being able to substitute for 
Mn. 


One of the most important factors determining Mn toxicity in soils is the 
soil pH. It has, however, been proved that soil Mn availability-toxicity is the 
result not only of soil factors but of a combined effect of soil properties and 
root exudates. Mn interaction with other ions may also affect its availability­
toxicity. As an example, addition of Fe to the soil solution may also reduce the 
Mn toxicity. The redox status of soils influences the solubility of Mn. In the III 
and IV oxidation states Mn occurs as precipitate in an oxidizing environment, 
whereas Mn in oxidation state II is dominant in solution and in the solid state 
under reducing conditions. As previously stated, the presence of organic matter 
in soil, as well as its application in a chelating form as fertilizer, can also affect 
the existing status of Mn in the soil environment. 


Mercury (Hg) belongs to group II-B of the Periodic Table, and has an 
atomic weight of 200.59. It has seven stable isotopes. Hg can be found in three 
stable oxidation states: 0, I, and II. It may be found as stable mercuric sulfides 
and sulfosalts or in the form of inorganic or organic complexes. In nature, Hg 
occurs in all kinds of rocks, mainly as sulfide. Hg mineral consists essentially of 
cinnabar and metocinnabar. Anthropogenic Hg sources include agricultural 
and industrial uses. Sources of airborne Hg include combustion of fossil fuels, 
chlorine manufacturing, Hg mining and smelting, etc. 


Total Hg in normal soils has an average level in the order of 0.1 ppm, but in 
contaminated soils it can reach 15 ppm. For agricultural soils the Hg average 
level has been found not to exceed those found in virgin soils, indicating that 
soil enrichment by Hg due to agricultural practices has not occurred except for 
some particular cases, where Hg compounds were used as pesticides. Two 
contradictory patterns describe the Hg distribution in the soil profiles: it is 
accumulated in the upper layers of the soil, and is fairly mobile with depth. The 
accumulation ofHg in the upper layers is due to retention by the clay materials 
and organic matter, and its presence in the soil C horizon occurs under ex­
cessive leaching by rains or irrigation. 


Hg is very unstable in the soil environment. Many mercurial compounds -
organic and inorganic - decompose to elemental Hg, which may volatilize, be 
converted to HgS, or complex with inorganic ligands. This transformation is a 
result of a biological process. In the soil environment Hg could be strongly 
chelated by soil organic matter, with humic substances containing S keeping 
Hg in a soluble form. The inorganic complexes of Hg II are mainly formed 
with chloride and hydroxide, and become fairly stable in water. Hahne and 
Kroontje (1973) showed that the precipitation of Hg occurred only if the 
concentration ofHg (II) as Hg (OHh exceeded 207 ppm. Chlorides, one of the 
most active complexing agents for Hg, will affect the metal solubility. As in the 
case of other metals discussed above, the soil pH, organic matter, texture, and 
mineralogy are factors affecting the mobility and availability of Hg. Besides 
these factors, the Hg carriers can influence its stability and mobility in the soil. 
Redox potential influences the stability of the solid phase and, for example, the 
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insoluble HgS produced under reducing conditions can be converted into 
HgS04 under an oxidizing environment. 


Molybdenum (Mo) belongs to group VI-B and occurs as five isotopes. Its 
atomic weight is 95.94. Mo has five possible oxidation states (II, III, IV, V, VI) 
with a predominance for the states IV and VI. In dilute solution the pre­
dominant form of soluble Mo is molybdate anion. 


In natural soils, the Mo content is dependent on the soil parent material and 
levels of 0.5-5 ppm are considered normal. Besides the parent material origin, 
Mo reaches the soil as a result of soil fertilization practices in oxidation state 
VI, as MoO~- ion. It is also frequently found in sewage sludges dispersed on 
lands, and may result from coal combustion and mining processes. In general, 
Mo accumulates in the soil upper layer due to its preference for organic matter. 
In an alkaline environment, Mo leaching is enhanced, but leaching of Mo is 
observed also under other conditions. 


Mo can be found in various forms in soils, as follows: fixed within the 
crystal lattice, adsorbed on soil material as an anion, bound with organic 
matter, exchangeable, and water-soluble. 


The species of Mo comprising soluble Mo are anionic with MoO~- as the 
predominant ion, and this occurs above pH = 4 (Lindsay 1972). The pH of the 
soil solution determines the speciation ofMo and, consequently, its behavior in 
the soil medium. It has been established that the dependence of the Mo solu­
bility on the hydroxy ion concentration and, consequently, the concentration 
of Mo in soil solution are inversely proportional to the square of H+ ion 
concentration. The forms of Mo depend also on the properties of soil materials 
and on the presence of iron and aluminum oxides in the soil solid phase. Soils 
high in organic matter and under poorly drained conditions (neutral to alka­
line) are those with high soluble Mo. Reactions of Mo species with phos­
phorus, sulfur, nitrate, or other nutrients could affect the equilibrium between 
the solid and soluble compounds in the soil medium. 


In general, very few toxic effects of Mo on plants have been observed, but in 
isolated cases where unfavorable environmental conditions are created in the 
soil system, an excess of Mo could occur which becomes toxic to plants. In 
general, Mo originating from soils does not represent a hazard for animals or 
humans. 


Nickel (Ni) belongs to group VIII of the Periodic Table and has an atomic 
weight of 58.71. It is characterized by five stable isotopes. Ni forms stable 
complexes with many organic ligands. Under anaerobic conditions, sulfide may 
control the solubility of Ni. Normally, Ni occurs in the 0 and II oxidation 
states. 


The literature reports 20-40 ppm as the content of Ni for normal soils, but 
considerable variations may occur due to the parent material quality as well as 
anthropogenic sources, including metal-ore smelting, sewage sludge disposal, 
phosphate rock use as fertilizers, etc. In soils, nickel occurs in several chemical 
forms including: exchange sites, specific adsorption sites, fixed within the clay 
lattice, adsorbed on sesquioxides, and, finally, fixed in soil organic matter. Ni 







40 The Soil Pollutants 


occurs in the ionic form and is complexed with either organic or inorganic 
ligands. No well-defined pattern of Ni distribution in the soil profile has been 
observed in natural soils; however, in some cases, a higher concentration has 
been observed in the soil layer rich in organic matter or having a relatively high 
clay content. In soils in general, Ni (II) is stable over a wide range of pH and 
redox conditions (Cotton and Wilkinson 1980). Ni halides and salts of oxo­
acids are generally soluble in water, while Ni carbonate is almost insoluble. The 
solubility of Ni is inversely related to pH. Organic matter, by complexing the 
metal, contributes also to increasing its solubility. As in the case of other 
metals, Ni in excess can have toxic effects on plant, animal, and human de­
velopment. 


Selenium (Se) is a member of group VI, has six stable isotopes, and can be 
easily oxidized from Se (0) to Se (VI). The stable form in nature is selenite 
(SeO~-), which is stable under alkaline and mildly acid conditions. Se can also 
form a large number of organic compounds. Se is inconsistently dispersed in 
soil parent materials and frequently enriches carbonate debris in sandstorms. A 
primary source of the Se in nature is volcanic eruptions, and metallic sulfides 
are associated with igneous activity. As secondary sources, the biological pools 
in which Se has accumulated may be mentioned. This particular trace element 
has become a pollutant mainly in the areas characterized by a rich Se content 
of the parent material. Industrial sources, as well as by-products of phosphatic 
fertilizers, also contribute to the soil enrichment in Se. Total selenium in nat­
ural soil has a level of 0.1-2 ppm; it reaches an average content of 6 ppm in 
seleniferous soils. Se becomes a pollution problem mainly in the arid and 
semiarid areas where, under an uncontrolled agricultural management, Se 
originating from cretaceous shales has become an environmental hazard. In 
soils, Se is mainly accumulated in the layers characterized by a high clay 
content, the role of soil organic matter being less defined. The form of Se 
largely affects its distribution in the soil profile. The organic form originates 
from decayed seleniferous vegetation, while inorganic Se occurs as metal se­
lenides, selenites, or selenates. The predominant mobile inorganic form of Se in 
soils is selenite. In soils, Se could be biomethylated, producing volatile organic 
metabolites. This process is the result of soil microbial activity. 


Zinc (Zn) belongs to group lIB, has an atomic weight of 65.37, and six 
radioactive isotopes (with half-lives between 55 min and 245 days). The oxi­
dative state of Zn is exclusively II. The total Zn in soils depends on the nature 
of the parent materials, organic matter, texture, and pH. A normal soil, on the 
average, contains 10-300 ppm Zn, but a wider range (1-900 ppm) has also been 
mentioned (Adriano 1986). Zinc fertilizers, sewage sludges, and atmospheric 
dust of industrial origin are anthropogenic sources of Zn accumulation in soils. 
As in the case of other metals, Zn in soils can be found in various forms as 
follows: water-soluble, ionic, or complexed with organic ligands, exchangeable, 
extractable, occluded in soil hydrous oxides, precipitated, and as a constituent 
of the lattice structure of the clay minerals. In the soil medium, Zn complexes 
with humidified materials; the less stable complex is associated with the phe-
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nolic hydroxyl and weakly acidic carboxyl groups, while the more stable 
complex is associated with strongly acidic carboxyls. Complexation increases 
with the humification of the organic matter. Chelating agents, either natural or 
synthetic, are important in defining Zn mobility in soil, due to the fact that 
chelated Zn is generally more soluble in water than elemental Zn. 


The behavior of Zn in soil is affected by the soil pH. When the pH is above 
7.0, the availability of Zn becomes very low since its compounds are very 
soluble only in an acidic environment. Redox conditions also have a pro­
nounced· effect on the solubility of Zn. Under flooding conditions, relatively 
insoluble zinc sulfide is formed due to strong reducing conditions. Organic 
matter has an indirect effect on Zn solubility, the compound being temporarily 
immobilized by bicarbonates, hydroxides, and organic ligands originating from 
the decomposition of organic residues. The Zn-fertilizer interaction is critical 
for the trace element solubility, since Zn also forms complexes with Nand P 
[e.g., ZnNOj, Zn(N03)~,ZnH2POt,ZnHPO~, etc]. 


Other potential toxic trace elements could be described, but it is not the aim 
of the authors to cover the whole spectrum of compounds. Elements such as 
antimony, barium, cobalt, fluorine, helium, tin, titanium, and vanadium can be 
found in the soil medium as a result of the origin (parent materials) or as 
industrial residues from.disposals as a result of human activity. 


2.2 Toxic Organic Residues 


The molecular properties of the toxic organic chemicals, in particular the 
electronic structure, water solubility, and the ability to volatilize, are of great 
importance in defining their behavior in the soil medium. The ability of mo­
lecules to ionize, for example, is the primary reason why many toxic organic 
chemical interactions with soils are pH-dependent. For nonionic compounds, 
aqueous solubility (hydrophilic property) is the most important molecular 
parameter correlated with sorption, since, in general, highly soluble nonionic 
chemicals exhibit low affinity for the soil surface, while the opposite holds true 
for chemicals of low solubility. There are also other molecular properties re­
levant to chemical behavior in soil, such as shape, size, configuration, polarity 
and polarizability, acidity, or volatility. 


It is not our aim to tabulate the properties of the toxic organic chemicals 
which have the potential to become soil pollutants. There are hundreds or 
thousands of synthetic products which, as a result of a chemical and biological 
degradation, may be transformed into new compounds, and it is almost im­
possible to summarize their properties. For didactic reasons we will group the 
potential organic soil pollutants as small and macromolecules, and for each 
group we will discuss those physicochemical properties relevant to their be­
havior in the soil medium. Selected examples of toxic organic chemicals will be 
used to illustrate our presentation. 
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2.2.1 Small Organic Molecules 


Organic chemicals characterized by small molecules reach the soil surface 
mainly as a result of crop-protection practices or during the land disposal of 
industrial wastes. Crop-protection chemicals are applied to the soil directly or 
reach the soil as spray application to crops. In this case, we are dealing with a 
nonpoint-source pollution, while in the case of industrial residues, the pollu­
tion site is a well-defined point source. When these substances reach the soil, 
various degradation and transfer processes occur and the chemical properties 
of the compound, such as molecular structure, ionic charge and ionizability, 
polarizibility, volatility, and water solubility will determine which process will 
predominate. 


Some general considerations and properties of the major groups of organic 
chemicals with small molecules will be discussed, using selected compounds as 
typical examples. More details on their properties can be found in the Pesticide 
Manual (1991) and various reviews (e.g., Saltzman and Yaron 1986; Calvet 
1989; Senesi and Chen 1989; Hayes and Mingelgrin 1991). 


2.2.1.1 Pesticides 


One of the most representative compounds from the group of the small organic 
molecules pollutants are the pesticides. 


Cationic organic molecules. Bipyridylium herbicides such as diquat and 
paraquat are the main compounds from this group. Those herbicides that 
belong to the bipyridylium quaternary ammonium class are characterized by a 
positive charge and are heterocyclic compounds. Diquat and paraquat (Scheme 
1), the two herbicides of this group, are mainly contact herbicides, but may also 
be used as aquatic biocides. They are available commercially as dibromide and 


[ ]


2+ 
r; ~ ~-Q-P 


c-c (Scheme 1) 


dlquot paraquat 


dichloride salts, respectively, and are characterized by high solubility in aqu­
eous solutions, where they dissociate readily to form divalent cations. Diquat 
and paraquat are nonvolatile and do not escape as vapor from aquatic or soil 
systems. They are readily photodecomposed on exposure to sun or UV light, 
but are not photodecomposed when adsorbed onto particulate matter. These 
compounds are able to form well-defined charge-transfer complexes with 
phenols and many other electron donor molecules. 


Basic organic molecules. Several members of the s-triazine family were se­
lected as typical examples of basic compounds. The triazines are heterocyclic 
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nitrogen derivatives, the ring structure being composed of nitrogen and carbon 
atoms. Most triazines are symmetrical (Scheme 2). The substituent at the RJ 
positions determines the ending of the common name. With chlorine atom, the 
common name ends in -azine; with methylthio groups, -tryn; and with methoxy 
groups (-OHC3) -ton. The solubility of the compound is determined by the RJ 
substituent, with the -OCH3 substitution resulting in the highest solubility. The 
presence of electron-rich nitrogen atoms confers on s-triazines the well-known 
electron donor ability, i.e., weak basicity, and the capacity to interact with 
electron acceptor molecules, giving rise to electron donor-acceptor (charge­
transfer) complexes. 


(Scheme 2) 


.ymmetrical triazine as~ triazine 


Symmetrical triazines have low solubilities in water, the 2-chloro-s-triazines 
being less soluble than the 2-methylthio and 2-methoxy analogs. Water solu­
bility increases at pH values where strong protonation occurs, i.e., between 
pH = 5.0 and 3.0 for 2-methoxy- and 2-methylthio-s-triazine, and at pH = 2.0 
or lower for 2-chloro-s-triazines. Structural modifications of the substituents 
significantly affect solubility at all pH levels. The s-triazines, and especially the 
chloro-s-triazines are partly photo decomposed in aqueous systems by UV and 
IR radiations, including sunlight, while methoxy-substituted compounds are 
not photodegradable. Most s-triazines are relatively volatile, so that they can 
be lost from aquatic and soil systems by volatilization processes (Weber 1972). 


Acidic organic molecules. This group of compounds comprises various fa­
milies of chemicals, including substituted phenols, chlorinated aliphatic acids, 
chlorophane-oxyalkanoic acids, and substituted benzoic acids, which possess 
carboxyl or phenolic functional groups capable of ionizing in aqueous media to 
yield anionic species. These materials range in acid strength from strong acid 
trichloroacetic acid (TCA) to relatively weak acids such as 4-(4-chloro-o-to­
lyloxy) butyric acid (MCPB). For example, the benzoic herbicides are deriva­
tives of benzoic acid (Scheme 3) which contain chlorine atoms, methoxy, or 
amino groups. In general, the benzoic herbicides are applied to both plants and 
soil. Dicamba and 2,3,6-TBA are two benzoic herbicides with similar chemical 
structures. 2,3,6-TBA is the common name for 2,3,6-trichlorobenzoic acid. In 
dicamba, the chlorine atom at the number 2 position is replaced by a methoxy 
(-OCH3) group. Chlorinated aliphatic acids show the highest water solubility 
and the strongest acidity among this group of chemicals, owing to the strong 
electronegative inductive effect of the chlorine atoms which replace the hy­
drogens in the aliphatic chain of these acids. 
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The water solubilities of unionized phenoxyalkanoic acids are low, as they 
have a considerable lipophilic component. Most commercial formulations of 
these herbicides, however, contain the compound in soluble salt form; thus, the 
anionic species predominate in neutral aqueous systems, while at low pH levels 
they are present in the molecular rather than the anionic form. These herbi­
cides may undergo reactions of alkylcarboxylic acids, aromatic compounds 
and ethers (Yaron et al. 1985). 


Acid pesticides (such as 2,4-D, 2,4,5-T, picloram and dinoseb) are char­
acterized by their ability to ionize in aqueous solutions, forming anionic spe­
cies. At pH values lower than their dissociation constant, the molecular form 
will be present, and increasing the pH above pKa will favor dissociation. Both 
2,4-D and 2,4,5-T are among the most widely known and used phenoxy al­
kanoic acid pesticides. In general, the small organic molecules characterized as 
"phenoxys" have the following structural formula (Scheme 4): 


phenyl ring 


\ oxygen 
I I I 


aliphatic acid 


(Scheme 4) 


The phenyl ring is attached to an oxygen, which is attached to an aliphatic 
acid. The length of the carbon chain of the aliphatic acid determines the name 
of the herbicide. Among the small acid molecules we may also mention halo­
genated benzoic acids, used as herbicides, and chlorinated aliphatic acids, used 
as insecticides. 


Nonionic organic molecules. The small organic molecules included in this 
group do not ionize significantly in aqueous systems and vary widely in their 
chemical compositions and properties. In this class of compounds are hundreds 
of pesticides belonging to such chemically diverse groups as chlorinated hy­
drocarbons, organophosphates, carbamates, ureas, anilines, anilides, amides, 
uracils, and benzonitriles. The great differences among the properties of these 
groups, and even among compounds within a group, are reflected in the 
variability of their adsorption behavior. The only common feature of the ad­
sorption mechanism that has been clearly demonstrated for all the nonionic 
pesticides is the predominant role of the organic colloids. 


The following examples of nonionic organic molecules were arbitrarily se­
lected, and they are used only to illustrate some properties of the compounds 
included in this group. 
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The organophosphorus pesticides are part of the phosphoric acid ester 
group with a general formula of the type (Scheme 5): 


RO 0 (5) 


" II p-O-X 
/ 


RO (5) 


where R is an alkyl group. 


(Scheme 5) 


These esters are stable at neutral or acidic pH but susceptible to hydrolysis 
in the presence of alkalis, where the P-O-X ester bond breaks down. The rate of 
the process is related to the nature of the constituent X, to the pressure of 
catalytic agents, and to pH and temperature. 


The family of chlorinated hydrocarbons is among the most widely known 
insecticide group and includes: DDT, toxaphene, lindane, chlordane, aldrin, 
dieldrin, etc. Since the compounds in this family exhibit long persistence in 
soils, their use has decreased dramatically during the past few years. With the 
exception of lindane, all chlorinated hydrocarbons exhibit very low solubility 
in water. DDT is about ten times less soluble than the other compounds of this 
family, and is, therefore, considered to be immobile as a solute in soil systems. 
Endrin, dieldrin, and aldrin show higher water solubility and are, therefore, 
slightly mobile in soils. The vapor pressure of chlorinated hydrocarbons varies 
widely: from low (DDT, endrin, and dieldrin) to moderate (toxaphene and 
aldrin), high (chlordane and lindane), and very high (heptachlor). Volatiliza­
tion of DDT from soils and other surfaces is, therefore, almost insignificant. 


Organophosphates are more toxic than chlorinated hydrocarbons, parti­
cularly to humans, but they exhibit lower persistence in soils. This behavior is 
also related to an enhanced water solubility and higher vapor pressure of 
organophosphates. Malathion and parathion insecticides are known to be 
chemically hydrolyzed and biodegraded by microorganisms in soil systems. 
The most-used organophosphate herbicide is glyphosate (Senesi and Chen 
1989). 


Phenyl carbamates and substituted ureas are examples of nonionic herbi­
cides. Substituting three of the hydrogen atoms of urea with other chemical 
groups such as phenyl, methyl, and/or methoxy groups produces effective 
herbicides. The chemical structure of substituted urea is (Scheme 6): 


H 0 R 
\ " I 2 
N-C-N 
I \ 


RI R3 


(Scheme 6) 


Most urea herbicides are nonselective and are usually applied to soil, where 
they are absorbed by roots and translocated apoplastically to the upper part of 
the plant. The amount of herbicide translocated differs among the various 
substituted urea compounds. Diuron is widely used as a preemergence herbi-
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cide for control of a large number of weeds. Monuron has a much greater 
solubility in water than diuron and was the first urea-type herbicide produced. 


Carbamate and thiocarbamate herbicides derive their base structural for­
mula from carbamic acid (Scheme 7): 


Carbamate Thiocarbamote 


RI 0 
~ I 
N-C-S-R3 
I 


R2 


(Scheme 7) 


In the thiocarbamates, one of the oxygen atoms is replaced by a sulfur atom. 
Other substitutions also occur. 


The carbamates are soil-(e.g., propham and chlorpropham) or foliar-applied 
(e.g., asulam, phenmedipham) herbicides. They are characterized by a high 
specific selectivity on particular crops. Propham applied to the soil is readily 
translocated to the plants when absorbed by roots. Chlorpropham is more 
persistent in the soil than propham itself. Other carbamates such as barban and 
phenmedipham are mainly applied to the foliage, and their interaction with the 
soil is of limited significance. 


Thiocarbamates are usually applied to the soil. Their high volatility ne­
cessitates quick incorporation into the soil or application via irrigation water. 
Thiocarbamate pesticides are typified by butylate, which is a soil-incorporated 
compound translocated upward to shoots via the apoplast system, following 
root uptake. EPTC (ethyl dipropylethiocarbamate) is a volatile soil-in­
corporated herbicide that is absorbed by seeds, roots, and emerging shoots in 
contact with treated soil. Metham (vapam) is formulated as a water-soluble 
compound. It is a temporary soil fumigant, able to control germinating weed 
seeds and perennial weeds, and is applied and incorporated into the soil. 


2.2.1.2 Hydrocarbons 


Organic solvents and petroleum products are an additional group of potential 
organic pollutants. In general, these products exhibit a low solubility in water, 
and most ofthem are apolar. Regarding their origin, the polar material content 
(wt.%) in crude oil ranges from 2.9 (Prudhoe) to 17.9 (Kuwait). The solubility 
of petroleum hydrocarbons in water increases with the increase of hydrocarbon 
polarity. Figure 2.2 (after Clark and Brown 1977) shows, for example, the 
fractional distillation distribution of crude and refined oils. The hydrocarbon 
groups are in themselves mixtures of components with various carbon struc­
tures (e.g., n-paraffins ranging from CI1 to C32; iso-paraffins, comprising I-ring 
to 6-ring cycloparaffins; aromatics; benzene; toluene; Cg to CI1 aromatics, etc.) 
The proportions of the various hydrocarbon groups and the composition of 
each group are determined by both the origin of the crude oil and the dis­
tillation procedure. Since the petroleum product is not a homogeneous com-
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Fig. 2.2. Fractional distillation distribution of crude and refined oils, (Clark and Brown 
1977) 


pound, but a mixture of hydrocarbons with various physical and chemical 
properties, its behavior in porous media (e.g., volatilization, dissolution, ad­
sorption) will be controlled not by the ideal behavior of each hydrocarbon 
component of the product, but by the properties of the mixture. It may be 
observed that the gasoline fraction is characterized by the lowest boiling point 
and is, therefore, the most volatile of the refined products. Oils, with the 
highest boiling points, are the least volatile petroleum fraction. The evapora­
tion rate of a specific hydrocarbon is a function of its vapor pressure, which is 
inversely related to the carbon number and molecular weight. Compounds with 
molecular weights greater than n-C15 will continue to evaporate over long 
periods of time, although these rates become insignificant after 100 h. As 
mentioned previously, each petroleum product is a mixture of hydrocarbons 
with differing vapor pressures. Consequently, the loss of volatile hydrocarbons 
will lead to increases in the density and kinematic viscosity of the remaining 
petroleum products. Rostad (1976) showed, for example, that the kinematic 
viscosity of a Norwegian crude oil increased - due to evaporation of highly 
volatile compounds - in 48 h from 18.78 to 56.02 (mm2s- I), and its density 
from 0.862 to 0.894 g ml-I. More details on petroleum hydrocarbon properties 
and their soil pollution effects can be found in the reviews of Clark and Brown 
(1977) and Varon (1989). 


Among the polar small organic molecules we can also find the polynuclear 
aromatic hydrocarbons, consisting of two or more benzene rings arranged in 
various configurations, with hydrophobicity increasing with molecular weight. 
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They can be found as industrial effluents or arising from other anthropogenic 
sources (Cole 1975). They are characterized by a long half-life and are ha­
zardous at low concentrations. 


2.2.1.3 1'htalates 


Senesi and Chen (1989) emphasize the potential pollution hazard created by 
additions of small organic molecules such as phtalates. Most of the industrially 
produced ortho-phtalic anhydride is esterified with various alcohols to form 
phtalic acid diesters (PAE) , which are used mainly as plasticizers. For PVC 
plastics, the PAE-resin ratio is usually 1:2. PAE plasticizers generally occur in 
monomeric forms, only loosely linked to the polymers and, therefore, are easily 
extruded. PAEs are also used as pesticide carriers and insect repellents, in dyes, 
cosmetics, and lubricants. PAEs are lipophilic or lyophobic liquids of medium 
viscosity and low vapor pressure. Di-2-ethylphtalate (DEHP) and di-octylph­
talate (DOP) are among the most widely used plasticizers for plastics and 
synthetic rubbers. 


Although DEHP is a moderately viscous liquid, practically immiscible with 
water, and has a very low vapor pressure, it has been detected in various 
aqueous solutions together with other PAEs. These chemicals are mostly re­
garded as pollutants from industrial sources, as their levels in the environment 
are high enough to threaten human health, directly or indirectly, through 
disturbance of the ecological balance. 


2.2.1.4 Selected Relevant 1'roperties 


The small organic compounds were grouped and described above on the basis 
of their molecular properties. In the discussion to follow we will try to focus 
our discussion on selected relevant properties of the small organic molecules, 
with regard to their behavior in the soil environment and under fluctuating 
environmental conditions. As previously mentioned, we will not enlist the 
whole range of small organomolecules, but only one will be chosen to illustrate 
the relevant properties to be discussed. Details on the above topic may be 
found, for example, in the comprehensive review of Hayes and Mingelgrin 
(1991) on the interaction between small organochemicals and soil colloidal 
constituents. 


Charge separation and dipole moment should be considered important fac­
tors controlling the interaction of the small molecules with a surface. The 
charge separation expresses the difference in electronegativity between various 
moieties of the molecule. The dipole moment is dependent on both the size of 
the separated charge and the distance of separation between the centers of 
charge in the molecule. Recently, it was demonstrated (Tsvetkov et al. 1990; 
Vimond-Laboudigue 1994) that, typical organic molecules being too large to 
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be approximated by point-charge dipoles, the charge density in the interacting 
moiety in the molecule may correlate better than the dipole moment with the 
strength of interaction with a surface. 


Molecular size and steric effects also affect the organic molecule-surface 
interaction. Experimental results suggest that large molecules are more 
strongly held than small molecules with similar shapes, charge characteristics 
and polarities. The steric factor can affect both the molecule retention on the 
surface and its surface enhanced transformation. The importance of the steric 
factor decreases, however, when the molecule is in a more free state, such as the 
solute in an aqueous solution. 


Electron density distribution affects the binding of ionized and ionizable 
molecules to charged surfaces. Charges are delocalized on aromatic and con­
jugated aliphatic structures. The distribution of charge can be calculated by a 
semiempirical quantum mechanical procedure, as suggested by Burdon et al. 
(1977) for a series of soil organic molecules. 


Solubility in water or in organic solvents of the small organic molecules 
controls the molecule retention on surfaces, due to the competition for the 
active site between the solvent and the solute. 


Hayes and Mingelgrin (1991) presented the forces acting between solvent 
molecules in a variety of organic solvents and in water, and the reader will find 
aspects of that review relevant to the topic of this chapter. 


Nonpolar organic compounds are thought to penetrate into voids in the 
liquid water structure as the result of thermal motions. Such filler molecules are 
considered to be structure makers. The mechanism of dissolution of polar 
molecules in water is different. Polar sorptives disrupt the hydrogen bonding, 
which gives a degree of structuring to liquid water, and new hydrogen bonds 
are formed between the sorptives and the water (Hayes and Mingelgrin 1991). 


Volatility of the molecule should also be considered as a major relevant 
property governing the adsorption, transport, and persistence of the chemicals 
in the soil medium. Volatilization is defined as the loss of chemicals from 
surfaces in the vapor phase. Vaporization of chemicals, followed by, movement 
into the atmosphere or into the unsaturated zone is related to their vapor 
pressures or vapor densities, and is affected by temperature and by the sur­
rounding air movement (see Chap. 4). 


2.2.2 Organic Macromolecules 


The organic macromolecules are from two origins: natural and synthetic. 
Naturally occurring macromolecules arising from proliferation of micro­


organisms and through the chemical transformation of organic materials in the 
soil medium include, on the one hand, humic and fulvic substances and, on the 
other, positively and negatively charged polysaccharides. The naturally oc­
curring macromolecules could not be listed as soil pollutants, but they can play 
an important role in the soil pollution process as ligands of various inorganic 
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and organic toxic chemicals (Clapp et al. 1991). A polymer is characterized by 
a flexible chain of statistical elements (segments) which affect its adsorption on 
soil solid phase. 


Synthetic organic macromolecules could reach the land surface as com­
pounds used in soil hydrophysical property reclamation, or as pollutants fol­
lowing human activities. 


Amongst the soil reclamation products, the following may be included: 
(1) poly(vinyl) alcohol, (2) poly(acrylamide), (3) poly(ethylene glycol) or poly 
(ethylene oxide) and (4) poly(vinyl pyrolidine). All these polymers are water­
soluble and nonionic, and their chemical structures are shown in Fig. 2.3. 


The above products are, in general, not toxic, but they can become a hazard 
by accidental disposal, in high concentrations, on the land surface. An example 
of this polymerization of organic molecules is observed by studying the fate of 
phenate under land-fill sites. The phenols could be polymerized by the mineral 
surface reactions of phenol with clays, leading to the formation of colored 
products which, in general, are of a higher molecular weight than the parent 
compounds. It was found that the phenolic compounds from the Ca-clay-2, 6-
dimethyl phenol complex can reach values as high as 3000 m/e (Sawhney 1989). 
Figure 2.4 shows the configuration of phenolic compounds identified in me­
thanol extracts of clay-organic complexes. 


The surfactants are an additional group of organic molecules, which reach 
the soil surface mainly as a result of sludge or effluent disposal. In the last 20 
years, the biodegradable detergent has replaced the persistent one and anionic 
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Fig. 2.3. Chemical structure of water-soluble nonionic polymers used in soil reclamation 
practices. I Poly(vinyl alchol) II Poly(acrylamide) III Poly(ethylene glycol) or 
Poly(ethylene oxide). IV Poly(vinyl pyrolidine) 
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Fig. 2.4. Phenolic compounds identified in methanol extract of clay organic complexes. 
(After Sawhney et al. 1984) 


surfactants such as the alkyl-aryl-sulfonate (LAS) have become the most 
popular detergents. The structure of this compound consists of a straight-chain 
alkyl group, a benzene ring, and a sulfonate group. The structure and the 
geometrical shape of the molecules can be different in different members of the 
anionic surfactant group, and this affects their behavior in soil. As an example, 
we can give the structures of three anionic surfactants: LAS ~ linear alkyl 
sulfonate, DDBS - dodecyl benzene sulfuric acid, and NaLS - sodium la­
kuryl sulfate. DDBS and LAS surfactants contain relatively bulky substituent 
groups, while NaLS has a filiform geometrical structure. The structure defines 
the interaction with the soil mineral phase (Acher and Yaron 1977). The an­
ionic surfactants in water and aqueous solution are detected by a methylene 
blue method which depends on the formation of blue-colored salt when me­
thylene blue reacts with the anionic surfactant. This group of surfactants is 
known as methylene blue-active substances (MBAS). 
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CHAPTER 3 


Pollutants-Soil Solution Interactions 


Solubility equilibrium is the final state to be reached by a toxic chemical and 
the soil water phase under well-defined environmental conditions. Equilibrium 
provides a valuable reference point that is useful for ascertaining the chemical 
reaction. 


Equilibrium for a reaction 


A+B~AB 


can be expressed in terms of the formation constant (Kr) where 


AB 
Kr = A.B . 


When the reaction is inverse 


AB~A+B , 


we are dealing with a dissociation process where the constant (Ka) was 


K _A.B 
d- AB withKr=~ . 


(3.1) 


(3.2) 


(3.3) 


(3.4) 


Equilibrium constants can be expressed either on concentration basis (KC) 
either on activity basis (KO) or as mixed constants (Kffi) in which all terms are 
given in concentration except for H+, OH-, and e- (electron) which are given 
in activities. 


Soil systems comprise a dynamic and complex array of inorganic and or­
ganic constituents and at any moment the concentration of pollutants in the 
soil liquid phase is governed by a series of reactions such as acid-base equili­
bria, oxidation-reduction equilibria, complexation with organic and inorganic 
ligands, precipitation and dissolution of solids and, finally, ion exchange and 
adsorption. The rates at which these reactions occur, together with the rates of 
degradation and/or biological uptake, control the concentrations of the pollu­
tants in the soil liquid phase. Figure 3.1 (adapted from Mattigod et al. 1981) 
shows the interrelation between the above reactions in the soil system and the 
soil solution. 


A short description of the reactions involving the transfer of protons and/or 
electrons and affecting the solubility equilibria follows. 
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POLLUTANT 
MASS TRANSFER 


11 


Fig. 3.1. Principal processes controlling the concentrations of free pollutant solutions. 
(After Mattigod et aI. 1981) 


3.1 Acid-Base Equilibria 


The group of reactions covering the transfer of protons governs the acid-base 
equilibrium relation. In this case the proton donor is an acid and the acceptor a 
base. 


Acid ~ base + proton (3.5) 


with the following equilibrium constant: 


KO = [H+][base] , 
A [acid] 


(3.6) 


where KA is an acidity constant, [ ] are activities. 
This equation stipulates that for a given ratio of the activities of a particular 


acid and its conjugate base, the proton activity has a fixed value. In a system 
where we have a complex of two bases and two acids, the relationship becomes 


(3.7) 


The corresponding equilibrium under this condition is 
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KO = KO /Ko = [based[acid2] 
1.2 A.I A.2 [acidd[base2] (3.8) 


The soil solution being an aqueous system, H20 is the ever-present acceptor. 
For example, during the dissociation of an acid in the soil solution, H30+ will 
be one of the dissociation products and the acid strength of the H acid relative 
to H30+ will be a measurable parameter. In a dilute solution, the activity of the 
hydrated protons equals that of H30+ and the pH value characterizes the H­
ion activity. 


Under these conditions, substituting for pH into Eq. (3.6) gives: 


[base] 
pH - pKA = log [acid] 


3.2 Precipitation-Dissolution 


(3.9) 


Under various physicochemical conditions, a process of dissolution and pre­
cipitation of minerals in water occurs. This reaction is more common for the 
natural systems and plays a lesser part in the fate of pollutants. A short dis­
cussion will be presented, however, since dissolution of a particular chemical in 
the soil water phase could affect the speciation of pollutants in the water phase. 


The extent of the dissolution or precipitation reaction for systems that attain 
equilibrium can be estimated by considering the equilibrium constant. The 
precipitation of chemicals can only occur at supersaturation, since dissolution 
ends only at water saturation. In the soil medium the dissolution reaction is a 
heterogeneous chemical reaction and it is necessary to characterize the solu­
bility in terms of a solubility product with an equilibrium constant which can 
characterize the solubility as well as predict how solution variables can change 
the solubility. The dissolution in water of an electrolyte comprising a cation 
A +n and an anion B-m behaves according to the following reaction: 


(3.10) 


where (s) and (aq) stand for the solid and the aqueous phase, respectively. 
The equilibrium condition is 


[AmBn(s)] ~ [A +n(aq)t[B-m(aq)]n , 


which gives the coventional solubility expression 


Kso ~ [A +n(aq)]m[B-m(aq)t , 


where Kso is the solubility product, and [ ] activities. This formula assumes that 
the activity of the pure solid phase is set equal to unity and that the common 
standard-state convention for aqueous solutions is adopted. Although there 
are various features affecting the activity of the solid phase (the lattice energy, 
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degree of hydration, solid solution formation, and the free energy of the sur­
face), this activity is implicitly contained in the solubility equilibrium constant. 
Under these conditions, the solubility product is constant for varying com­
positions of the liquid phase under constant temperature and pressure and for 
a chemically pure and compositionally invariant solid phase. The solubility 
equilibrium is influenced by the ionic strength of the solution and, therefore, 
Stumm and Morgan (1981) recommended the use of an operational equili­
brium constant, that is, a constant expressed as concentration quotients and 
valid for a medium of given ionic strength. The same authors consider that a 
possible test to determine whether a solution is over or undersaturated would 
be to check whether the dissolution free energy ofthe solid chemical is positive, 
negative or zero, and to compare the ion activity product (lAP) with Kso. The 
state of saturation of the solution with respect to a chemical in solid state is 
defined: 


lAP> Kso (oversaturated) 


lAP = Kso (equilibrium, saturated) 


lAP < Kso (undersaturated) . 


(3.11) 


Oversaturation leads to the precipitation of the chemical; Fig. 3.2 (after 
Stumm and Morgan 1981) illustrates in a schematic way some of the domains 
of precipitation and solubility. 


A chemical substance can exist in more than one crystalline form but, except 
at a transition temperature, only one is thermodynamically stable for a given 
chemical composition of the system. The metastable forms are more soluble 
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Fig. 3.2. Solubility and saturation. A schematic solubility diagram showing concentra­
tion range versus pH for supersaturated, metastable, saturated, and undersaturated 
solutions. (Stumm and Morgan 1981). An "active" form is very fine crystalline 
precipitate formed incipiently from strongly oversaturated solutions 
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than the stable ones. Similarly, the allotropic forms have different activities, the 
lowest being the stable One. Coprecipitation of inorganic trace elements, for 
example, as impurities in their oxide forms, may confound the solubility pro­
duct approach by producing solid solutions with ill-defined stoichiometry. 


Logarithmic diagrams are used to define the relationships among the ac­
tivities of the various components involved in a precipitation/dissolution re­
action at equilibrium. The solubility diagram is a graph of the logarithm of the 
ratio versus a well-defined soil solution parameter, such as pH. For a given 
value of the soil solution concentration, any parameter is treated as an in­
dependent variable, assuming that all solid phases are in their standard states. 
The solid that produces the largest value of the logarithm of the activity ratio is 
the One that is most stable and consequently the only one that will form at 
equilibrium. 


It is not the aim of our book to treat solubility diagrams in depth, but the 
reader is directed to the books of Lindsay (1979), Stumm and Morgan (1981), 
and Sposito (1981) for further details. 


3.3 Ligand Effect 


A molecule or an ion is present in a solution in various forms called chemical 
species (or more concisely, species). Any combination of cations with molecules 
or anions which contains free pairs of electrons is called complex formation; it 
can be electrostatic, covalent, or a mixture of both. The cation will be the 
central atom and the anions or the molecules which form a coordination 
compound are the ligands. If a molecule contains more than one ligand, the 
atom forms a multidentate complex - such complexes are called chelates. In a 
broad classification of chemical reactions, the complex formation is a co­
ordinative reaction, as are the acid-base and precipitation-dissolution reac­
tions, and phenomenologically these are conceptually similar. Once it reaches 
the soil solution, the base ion enters a continuing search for a partner. The 
coordination reactions of a cation in the soil solution are exchange reactions 
with the coordinated water molecules, which are exchanged for some preferred 
ligands. The principle of hard and soft Lewis acids and bases (HSAB) proposed 
by Pearson (see Stumm and Morgan 1981) is useful to describe these reactions. 
A Lewis acid is any chemical species that employs an empty electronic orbital 
in initiating a reaction, while a Lewis base is any chemical species that employs 
a doubly occupied electronic orbital in initiating a reaction. Lewis acids and 
bases can be neutral molecules, simple or complex ions, or neutral or charged 
macromolecules. The proton and all of the metal cations of interest in soil 
solutions are Lewis acids. The Lewis bases include H20, oxyanions such as 
OH-, COO-, CO~-, SO~-, and P043-, and organic N, S, and P electron 
donors. A list of selected hard and soft Lewis acids and bases found in soil 
solution is presented in Table 3.1. 
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Table 3.1. Hard and soft Lewis acids and bases in soil solution. (Sposito 1981) 


Lewis Acids 
Hard acids 
H+, Li+, Na+, K+, (Rb+, Cs+), MgH, Ca2+, Sr2+, (BaH), Ti4+, zr4+, cr3+, Cr6+, 
Mo03+, MnH, Mn3+, Fe3+, Co3+, AI3+, Si4+, CO2 


Borderline acids 
Fe2+, Co2+, Ni2+, Cu2+, Zn2+, (Pb2+) 
Soft Acids 
Cu+, Ag+, Au+, Cd2+, Hg+, Hg2+, Ch3Hg+; pi-acceptors such as quinones; bulk 
metals 


Lewis bases 
Hard bases 
NH3, RNH2, H20, OH-, 0 2-, ROH, CH3COO-, CO~-, NO), PO~-, S~-, F­
Borderline bases 
C6H5NH2, C2H5N, N2, NOz, SO~-, Be, (Cn 
Soft bases 
C2H4, C6H6, R3P (ROhP, R3As, R2S, RSH, S20), S2-, 1-


R = organic molecular unit. ( ) indicates a tendency to softness. 


The complex formed between a Lewis acid and base is called an inner-sphere 
complex. When the water molecule is interposed between the acid and the base 
we are dealing with an outer-sphere complex. A hard Lewis acid is a molecular 
unit of small size, high oxidation state, high electronegativity, and low polar­
izability, whereas a molecular unit of a relatively large size, characterized by 
low oxidation state, low electronegativity and high polarizability is a soft Lewis 
acid. A hard Lewis base is characterized by a high electronegativity and a low 
polarizability, while a soft Lewis base exhibits low electronegativity and high 
polarizability. Based on this theory, hard bases prefer to complex hard acids, 
and soft bases prefer to complex soft acids, under comparable conditions of 
acid-base strength. This rule is known as the HSAB Principle. 


It is well known that the presence of foreign ligands in the soil solution leads 
to an increase of the solubility of coordinating ions. In the case of a complex 
formation with any ligand Ln or its protonated form HL, the total solubility is 
given by the expression 


(3.12) 


where A represents the ion to be coordinated with different ligand types Ln and 
where all values of m, n, i, or K 2: 0 have to be considered in the summation. 


If a compound AmLn has a very small solubility product, Kso, the resultant 
molecular association exists in the solution as stable complexes. Stumm and 
Morgan (1981) show that this behavior is understandable if it is considered 
that the same forces that result in slightly soluble lattices are operative in the 
formation of soluble complexes. 
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3.4 Oxidation-Reduction Equilibrium 


There is a conceptual analogy between acid-base and reduction-oxidation re­
actions. Similarly to the consideration of acids and bases as proton donors and 
proton acceptors, respectively, reductants and oxidants are regarded as elec­
tron donors and electron acceptors. Under this type of reaction are included 
those involving the transfer of electrons from donors to acceptors. The redox 
reaction between nB mol of an oxidant Aox and nA mol of a reductant Bred can 
be written 


(3.13) 


which is equivalent to the proton exchange equation. 
Every redox reaction includes a reduction half-reaction and an oxidation 


half-reaction. A reduction half-reaction, for example, in which a chemical 
species accepts electrons, may be written in the form 


(3.14) 


where A represents a chemical species in any phase and the subscripts ox and 
red denote its oxidized and reduced states, respectively. The parameters a, b, z, 
and g are stoichiometric coefficients, H+ and e denote the proton and the 
electron in the aqueous solution. 


The designations oxidized and reduced for a given chemical species are 
provided with quantitative significance through the concept of oxidation 
number, the hypothetical valence that may be assigned to each atom. The 
oxidation nlfmber is denoted by a positive or negative Roman numeral and is 
computed according to a set of rules: (1) For a monoatomic species, the oxi­
dation number is the same as the valence. (2) For a molecule, the sum of 
oxidation numbers of the constituent atoms must be equal to the net charge on 
the molecule, expressed in terms of the protonic charge. (3) For a chemical 
bond in a molecule, the shareable bonding electrons are assigned entirely to the 
more electronegative atom participating in the bond. If there is no difference in 
electro negativity between the two bonding atoms, the electrons are assigned 
equally. Considering C, Fe, Mn, N, 0, and S as natural soil elements and As, 
Cr, Cu, and Pb as selected pollutants, Sposito (1981) listed some reduction 
half-reactions and their equilibrium constants in soil solution (Table 3.2). 


The potential for redox reactions to occur in soil solution always exists, but 
the accomplishment of the reaction does not always occur; the redox reaction 
favored thermodynamically is not necessarily kinetically favored. Under such 
conditions, due to a slowness of the reactions, the equilibrium could be 
achieved in the presence of a catalysis process. In the soil medium, the mi­
crobial organisms may act as catalysts in the redox reactions and, under fa­
vorable conditions, their role will be effective. The redox reactions are 
controlled only by the thermodynamic processes and the soil microbial-in­
duced catalysis is controlled only by the reaction kinetics. 
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Table 3.2. Selected reduction half-reactions in soil solution. (Sposito 1981) 


Reactiona 


!02(g) +H+ + e = !H20(1) 


!N03 +~H+ +e = foN2(g) +~H20(1) 


1NOz +1H+ +e = ~N2(g) +~H20(1) 


~N2(g) +1H+ + e = ~NHt 


!Mn02(S) + 2H+ + e = !Mn2+ + H20(I) 


MnOOH(s) + 3H+ + e = Mn2+ + 2H20(1) 


!Mn203(S) + 3H+ + e = Mn2+ + ~H20(1) 


!Mn304(S) + 4H+ + e = ~Mn2+ + 2H20(I) 


!Mn304(S) + 4H+ + ~CO~- + e = ~MnC03(s) + 2H20(1) 


Fe(OHMs) + 3H+ + e = Fe2+ + 3H20(I) 


!Fe304(S) + 4H+ + e = ~Fe2+ + H20(1) 


!HCOO- +~H+ +e = !HCOH +!H20(I) 


iC02(g) + H+ + e = iCH4(g) + !H20(l) 


!HCOH + H+ + e = !CH30H 


!CH30H + H+ +e = !C~(g) +!H20(1) 


iso~- + H+ + e = iS2- +!H20(I) 


i So~- + ~ H+ + e = i HS- + ! H20(I) 


i So~- + i H+ + e = i H2S(g) + ! H20(I) 


i HS04 + ~ H+ + e = i H2S(aq) +! H20(I) 


!S(s) + e = !S2-


20.78 


21.06 


25.70 


4.65 


20.69 


22.86 


24.39 


30.83 


46.59 


15.87 


20.79 


2.82 


2.86 


3.92 


9.94 


2.52 


4.26 


5.26 


4.89 


-8.0512 


aCharged species are in aqueous solution; log KR values refer to 298.15 K and I atm. 


3.5 Effects of Mixed Solvents and Surfactants 


Many of the potentially toxic organic chemicals reach the soil in a mixture of 
solvents or in formulations with dispersing agents (surfactants). The objective 
of such a formulation is to increase the solubility of the active compound in a 
solvent such as water. In a solvent which forms nearly ideal solutions with 
another, and when the solubility of a third substance is limited to a low value 
by its crystal stability, the logarithm of its solubility is nearly a linear function 
of the mole fraction composition of the solvent (Hartley and Graham-Bryce 
1980). In the case of a pair of solvents in which the solubilities of the third 
substance differ greatly, these solvents - due to their different solvent powers -
are generally much less soluble in one another and form miscible solutions 
which are far from linear. The amount of solute dissolved in a mixture of two 
equal amounts of the solvents is very much less than proportional to the 
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amount expected to be dissolved by the more powerful solvent. In the case of a 
powerful organic solvent miscible with water, a more nearly linear slope for the 
log solubility vs. solvent composition relationship is obtained if the composi­
tion is plotted as volume fraction rather than mole fraction. 


Yalkowsky and Roseman (1981) and Rubino and Yalkowsky (1987) suggest 
the following equations for relating the solubility (Sm) of a nonpolar solute in a 
binary mixture of an organic solvent and water to that in pure water (Sw): 


log Sm = log Sw + O"s-fs- (3.15) 


with 


o"s = (A log Kow + B) , 


where fs is the volume fraction ofthe cosolvent in the binary mixed solvent; A 
and B are empirical constants dependent on cosolvent properties and Kow is 
the organic solvent-water partition coefficient of the solute. 


Extrapolating this formula to a multiple solvents-solute case (complex 
mixture) Rao et al. (1989) express the solubility of a solute in a complex 
mixture as 


log Sm = log Sw + ~O"Ji , (3.16) 


where the subscript i indicates the i-th cosolvent. The solute mixtures of in­
terest could comprise, for example, two hydrophobic organic chemicals, or one 
hydrophobic and one ionizable organic chemical. Crystalline salts of many 
organic acids and bases often have a maximum solubility in mixtures of water 
and water-miscible solvents. The ionic part of such a dissociable molecule 
requires a strongly polar solvent - such as water - to initiate dissociation. A 
mixture of water-miscible solvents hydrates and dissociates the ionic fraction of 
the solutes, and the water-miscible organic solvent accepts the remaining 
pollutants at a higher concentration than would either solvent alone. The de­
liberate use of a water-insoluble solvent as cosolvent in the formulation of toxic 
organic chemicals can lead to the increased solubility of hydrophobic organic 
chemicals in the aqueous phase and, consequently, to a potential increase in 
their transport from land surface to groundwater. 


An increase in solubilization in water of nonpolar organic chemicals is 
obtained when surfactants are present in the water solution. However, the 
solvent power of surfactants is much greater than that of a simple cosolvent. 
The structure of the surfactant solution, above a rather well-defined critical 
concentration for micelles (cmc), is that of an ultrafine emulsion. The surfac­
tant molecules are aggregated, forming a cluster of 20-200 units or more. The 
hydrophobic "tails" are oriented to the interior of the cluster and the hydro­
philic "heads" are oriented to the exterior, in contact with the water phase. The 
interior retains a normal nonpolar solvent power for nonpolar crystalline so­
lutes because it is not, on a molecular scale, diluted by water. The total solvent 
power is determined by the number of micelles, their size and structure, and is 
not proportional to surfactant concentration. 
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This type of dissolving action has been called solubilization despite the fact 
that it is not an appropriate name with regard to the mechanism involved. 
Hartley and Graham-Bryce (1980) showed that the solubility of a crystalline 
solute of low water solubility cannot increase continuously with the expansion 
of the micelle. The limitation comes from the fact that the micelle cannot 
increase indefinitely in size without modifications of its structure and properties 
due to reorientation of surfactant molecules. There is, therefore, a dis­
advantage, energetic and/or entropic, in indefinite expansion, and this sets a 
limit, in a complex way never exactly formulated, to the solubility. An example 
of the consequence of such a phenomenon is given by the presence in municipal 
disposal sites of surfactants which can, in this way, enhance the solubilization 
of hydrophobic organic substances and their transport through soils. 


3.6 Temperature Effect of Solubility 


The solubility in water of most inorganic and organic pollutants increases with 
temperature. The changes in the "real" concentration of a solute during 
changes in ambient temperature should be considered when we are dealing with 
the partitioning of the pollutants between the soil phases. 


The temperature not only has a direct effect on chemical solubility in the soil 
aqueous phase but also has an indirect effect on the reactions previously de­
scribed. The seasonal variation of temperature might affect the solubility of 
toxic chemicals in the soil solution; therefore, the observed solubility equilibria, 
if any, reflect only the solubility of the compound at a given time and ambient 
temperature. 


3.7 Examples 


So far, the theoretical aspects of the reactions affecting the solubility of pol­
lutants in the soil solution have been discussed. In this part, selected examples 
will be presented only to illustrate the above reactions. It must, however, be 
remembered that these examples will not cover the whole spectrum of possi­
bilities occurring in soils. 


3.7.1 Acid Rains and Al Dissolution 


Hydrogen ion regulation in soil solution is provided by numerous homo­
geneous and heterogeneous buffer systems. A buffer system is characterized by 
the range of pH within which it is efficient, relative to its acid- or base-neu­
tralizing capacity. From the point of view of interaction with solid and dis-
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solved bases, the most important acidic constituent is C02, which forms 
H2C03 with water. In a natural environment, the pH of the soil solution does 
not generally correspond to an equilibrium state; this results in instability of 
pH values, which is reflected in short-term fluctuations, due to seasonal var­
iations and to anthropogenic processes temporarily occurring in soils. 


A classical example of a man-induced effect on the acid-base equilibrium in 
the soil liquid phase is the acid rain effect. As a result of atmospheric pollutants 
(e.g., HCL, HN03, H2S04) the rainwater becomes acid. The genesis of an acid 
rainwater - as summarized by Zobrist and Stumm (1979) is presented in 
Fig. 3.3. If an acid rain reaches alkaline soils, the rain acidity is neutralized by 
the existing bases and the pH of the soil solution remains unchanged. In the 
case of an acid environment, where the buffering effect is lacking, the acid rain 
induces an increase in the acidity of the soil. 


Dissolution of Al is the main consequence of acid atmospheric deposition in 
forest soils in large areas of northern and central Europe and North America 
(David and Driscoll 1984; Mulder et al. 1987). Increased ionic concentration of 
Al in soil solution has adverse effects on soil biology and crop development. 


In a study with acid sandy soils, van Grunsven et al. (1992) observed that 
the logarithm of Al dissolution rates in individual soil samples followed an 
inverse linear relationship with pH. Together with pH, organic matter has been 
shown to influence Al dissolution. Figure 3.4 gives the results of an experiment 
designed by Hargrove (1986) on Al dissolution from mica-organic matter 
complexes showing that Al concentration in solution reaches a minimum value 
in a pH range of about 4-5. Above pH 5 the concentration of Al in solution 
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Fig. 3.3. Acid-base reaction involved in the genesis of a typical acid rainwater. (Zobrist 
and Stumm 1979) 
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Fig. 3.4. Effect of pH on the dissolution of 
Al from AI-organic matter complexes. 
(Hargrove 1986) 


increases dramatically. It was clearly observed that AI-organic matter is so­
lubilized in the pH range 5-7. This experimental finding conforms with pre­
vious work on Al availability to plants. 


3.7.2 Alkaline Soils and Gypsum Dissolution 


Soil salinization, resulting from irrigation with saline and alkaline water or 
improper management of an irrigation-drainage system, could affect, besides 
the soil properties, the gypsum balance. In soils of which· human action has 
enhanced the alkalinity, the distribution of gypsum - to be found in soils as a 
natural constituent or as added reclamation material - in the soil profile could 
be changed as a result of the effect of alkalinity on its dissolution. 


The effective solubility of gypsum depends only. on the soil solution and 
exchange phase composition. The dissolution exchange reaction 


2NaX + CaS04 ~ Ca X2 + 2Na+ + SO~- (3.17) 


(where X is one equivalent bf exchanger) indicates that cation exchange will 
remove Ca2+ from the soil solution and allow additional gypsum dissolution. 


Irrigation with sodic water brings an increase in the exchangeable Na+ in 
the soil complex. Under such conditions, the dissolution ofCaS04 will in­
crease, to compensate for the Na+ which is exchanged with Ca2+ in the soil. It 
has been reported (Oster 1982) that effective gypsum solubility is enhanced 
through ion-pair formation and electrolyte effects, and that under these con­
ditions, the amount of water required for dissolution of gypsum in alkaline 
soils is likely to be much less than commonly inferred from gypsum solubility 
in water. 


An example of the salt effect on gypsum dissolution is given in Fig. 3.5, 
which shows the dissolution kinetics of gypsum samples from Egypt in NaCI 
and MgCh solution (Gobran and Miyamoto 1985). It appears that dissolved 
amounts at equilibrium are clearly related to the ionic composition of the 
solution (Fig. 3.5a). In fact, the dissolution rate is only apparently different; a 
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Fig. 3.5a,b. Kinetics of Ca dissolution from a gypsum sample. (After Gobran and 
Myamoto 1985). a In various salt solutions. b The ratio of dissolved Ca concentration 
(C) to its equilibrium value (Csat ) as a function of time 


normalized representation allows all experimental points to fall on the same 
curve (Fig. 3.5b). This behavior was explained by Gupta et al. (1985) on the 
basis of the description proposed by Swartzendruber for dissolution kinetics: 


dm , KS( C) -d = KS(Csat -C) =-C l--C ' 
t sat sat 


(3.18) 


where m is the amount of dissolved gypsum. 
Clearly, it may be observed that the dissolution apparently increases with 


increasing salt concentration in the soil solution, as is expected from con­
sidering the ionic strength (Tanji 1969). 


3.7.3 Sludge Effect on Potentially Toxic Inorganic Trace Element Solubility 


Sludges from municipal origins are disposed of on land, in large amounts in 
small areas (around the water purification plants) or in relatively small 
amounts spread over large areas, where it is used as an additional organic 
manure in farming practices. The sludges of municipal origin are characterized 
by the presence of a large number of potentially toxic trace elements. The 
concentration ranges and median concentrations of the main elements found in 
dry, digested sewage sludges, as reported by Chaney (1983), are presented in 
Table 3.3. The above data encompass the results of sludge analysis in the US, 
Canada, and Europe. However, studies carried out in recent years have proved 
that the forms of potential toxic trace elements in the municipal sludges are 
affected by the wastewater treatment process. 
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Table 3.3. Ranges and median concentrations of trace elements in dry digested sewage 
sludges. (Chaney 1983) 


Element 


As 
Cd 
Co 
Cu 
Cr 
F 
Fe 
Hg 
Mn 
Mo 
Ni 
Pb 
Sn 
Se 
Zn 


Reported range 


Minimum Maximum Median 


..................... mgjKg dry sludge ..................... . 


1.1 
1 


11.3 
84 
10 
80 


1000 
0.6 


32 
0.1 
2 


13 
2.6 
1.7 


101 


230 
3410 
2490 


17000 
99000 
33500 


154000 
56 


9870 
214 


5300 
26000 


329 
17.2 


49000 


10 
10 
30 


800 
500 
260 


17000 
6 


260 
4 


80 
500 


14 
5 


1700 


The soluble organics originating from sludges may retain the inorganic trace 
elements in a nonadsorbable form (mainly as anions or neutral species), thus 
raising the total dissolved trace element concentration in the solution above the 
dissolution capacity of the soil liquid phase. The inorganic forms associated 
with organic matter could include metallic particles, relatively pure precipitates 
(phosphates, carbonates, sulfides, or silicates), solid solutions resulting from 


. coprecipitation with precipitates of Fe, Al as Ca, or as metal ions strongly 
adsorbed on surfaces of Fe, AI, or Ca minerals. Metals, for example, may be 
present in soils in many forms and the application of sewage sludge to soils 
may alter their speciation. The forms of metals in sludges, however, has been 
found to vary as a function of the sludge preparation process or technology 
and consequently their solubilities in soil solutions differ. 


For the numerous complex-forming substances in soil, a general decreasing 
order of complex stability was stated by Scheffer and Schachstable (1982) as 
follows: 


~>~>~>~>~>~>~>~>~ , 


humic acid complexes of Cu, Pb, Cd, and Zn have log K-values of 8.65, 8.35, 
6.25, and 5.72, respectively, whereas for fulvic acid complexes of Cu, Pb, and 
Zn, log K-values are 4.0, 4.0, and 3.6, respectively. 


Among the types of organic molecules involved in forming soluble com­
plexes, the following may be included: oxalic, citric, malic, tartaric, and many 
other acids, and aliphatic and aromatic compounds (Stevenson and Ardakani 
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Fig. 3.6. Predicted concentrations of 
metal-ligand complexes as a function of 
pH in a solution containing 10-4 M 
catechol and salicylate. (McBride 1989) 


1972). A hypothetical example given by McBride (1989) and reproduced in 
Fig. 3.6 illustrates the relative importance of these various organic acids as a 
function of the complexing metal and the pH. In this hypothetical example, 
McBride (1989) considers that 10-5 M total Cu and Zn are simultaneously 
present in solution with 10-4 M catechol and salicylic acid. 


Speciation calculation predicts that an extremely small fraction of total 
soluble Zn actually forms complexes with these ligands at low pH, with sali­
cylate dominating the speciation. For Cu2+, important differences are noted; 
the fraction of the metal complexed by organics is much higher at low pH, and 
catechol is a weaker ligand than salicylate for pH values below 5.5. For both 
Cu2+ and Zn2+, the speciation shifts in favor of catechol complexation at 
higher pH, and the fraction of Zn complexed with organics becomes significant 
above pH = 7.0. Figure 3.6 shows a decrease in the level of Cu complexed by 
catechol at high pH. This was attributed by McBride (1989) to the dominance 
of the Cu (catechol)~+ species over the Cu (catechol)~ species above pH 7.6, 
and the Cu is, in fact, predicted to be almost totally complexed with catechol at 
high pH. 


McBride (1989) emphasized that the greater effect of catecholate than sal­
icylate in this regard may indicate that the former ligand is a better electron 
donor, and the greater stability constant for the catechol ate complex also 
suggests this. 


·All the reported results show that metal-organic complexes can modify the 
solubility of metals in the soil solution and consequently, their transport in the 
soil profile. This was assumed to be the explanation of the increased Cd 
transport in drainage water following sludge application (Lamyet al. 1993). 


The sludge composition includes, besides the organic ligand, free salts 
which can form complexes with the potential pollutant trace elements. For 
example, in a gel filtration experiment reported by Baham et al. (1978), it was 
observed that Ca-chloro complexes were dominant among Cd-complexes, 
whereas Cu-fulvate complexes were the principal Cu-complex species in the 
system. Doner (1978) studied the mobilities of Cd, Cu, and Ni through soil 
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columns as influenced by Cl- and CI04" ions. Leaching experiments with 
NaCI04 were included for reference, because significant complexes of CI04" 
with Cd, Cu, and Ni do not exist. Figure 3.7 illustrates the breakthrough 
curves obtained, which indicate that the effect of chloride on the mobility 
(e.g., solubility in the aqueous phase) of the three metals studies was in the 
order Cd :» Cu > Ni. The observed values are in the same order as that of 
the log K values for association of these metal ions with chloride ion: 1.98 :» 
0.40> - 0.40. 


3.7.4 Redox Processes and Metal Solubility 


As previously stated, the potentially toxic trace elements which can form a 
pollution hazard reach the soil as a consequence of sludge disposal practices 
and irrigation with reused water. The dissolution of trace elements into the soil 
liquid phase and their redistribution into the porous media between the land 
surface and the groundwater is also affected, besides the processes previously 
discussed, by the reduction and oxidation reactions occurring in the soil 
medium. The redox process could occur in the whole soil profile under sa­
turation or drying conditions . In unsaturated soils the processes of reduction 
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Fig. 3.7a-c. Transport of trace elements in a soil column. Breakthrough curves for Cd 
(a), Cu (b), and Ni (c) as affected by the presence of Cl- and CI04. The greater the 
amount of complexed metal in solution, the more the breakthrough curve is shifted to 
the left. It = concentration of NaCI and/or NaCI04 solution. (After Doner 1978) 
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and oxidation proceed simultaneously at the aggregate soil level: reduction into 
the soil aggregate and oxidation at the aggregate surface. 


It is known that the heavy metals are less soluble in an aqueous phase in 
their higher oxidation states. The reduction-oxidation in soils - enhanced by 
either biological processes or a chemical "catalysis" - affect the heavy-metal 
solubility. A biologically enhanced "redox effect" on Fe(H) solubility as well as 
the chemically enhanced oxidation of metals in the presence of Mn oxides is 
presented below. 


The first case to be discussed is the effect of redox potential on the solubility 
of iron minerals. The approach of Lindsay (1979) serves as an example. 


The electron activity in soils controls the ratio of Fe3+ to Fe2+ in solution 
according to the reaction. 


Fe3+ + e- ;:=' Fe2+ 10gKO = 13.04 , (3.19) 


for which 


[Fe2+] 
log [Fe3+] = 13.04 - pe (3.20) 


When pe = 13.04, the ratio of Fe2+ /Fe3+ is unity. Changing pe by one unit 
changes the ratio of Fe2+ /Fe3+ by tenfold. 


Figure 3.8 shows the activity of Fe2+ in equilibrium with soil-Fe as a 
function of redox and pH. The redox parameter (pe + pH) is used by Lindsay 
(1979) because it partitions the protons associated with the redox component 
of the reactions from those associated with pH. Lowering redox (Fig. 3.8) 
increases the activity of Fe2+ in equilibrium with soil-Fe. The lowest dashed 
line in this figure represents Fe2+ at (pe + pH) of 20.61, the equilibrium redox 
corresponding to 0.2 atm 02(g). At this redox potential, the activities of Fe2+ 
and Fe3+ become equal at pH 7.57. Since the (pe + pH) of soils is generally 
lower than 20.61, the activity of Fe2+ in soils is most often greater than that of 
Fe3+ (see the dashed lines in Fig. 3.8). 


The ability of Mn oxides to oxidize metals directly or to catalyze metal 
oxidation was emphasized by McBride (1989). This direct oxidation by 02, 
catalyzed by metal oxides, provides a mechanism for lowering trace element 
solubility in the soil solution. Stumm and Morgan (1981) proved that the 
decrease of the Mn(H) concentration with time is an autocatalytic reaction 
(Fig.3.9). This autocatalytic type of reaction was explained by the authors as 
follows: 


(1) The extent of Mn(H) removal during the oxygenation reaction is not 
accounted for by the stoichiometry of the oxidation reaction alone; that is, not 
all the Mn(H) removed from the solution [as determined by specific analysis for 
Mn(H)] is oxidized (as determined by measurement of the total oxidizing 
equivalents of the suspension). (2) As pointed out previously, the products of 
Mn(H) oxygenation are non stoichiometric; they show various average degrees 
of oxidation ranging from about Mn01.3 to MnO\.9 (30-90% oxidation to 
Mn02) under varying alkaline conditions. (3) The higher-valent manganese 
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Fig. 3.8. The effect of redox potential 
and pH on the Fe2+ concentration in 
equilibrium with soil-Fe. (Lindsay 1979) 
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oxide suspensions show large sorption capacities for Mn2+ in slightly alkaline 
solutions. The relative proportions of Mn(IV) and Mn(II) in the solid phase 
depend strongly on pH and other variables. Mn oxides can reduce the solu­
bility of metals by an oxidation process. The oxidation of Co(I) to Co(III) or 
Fe(I) to Fe(III) (Stumm and Morgan 1981) prove that in the absence of Mn­
oxidizing organisms, Mn oxides could have an important role in reducing the 
concentration of Mn2+ in the soil solution. 


3.7.5 Solubility of Organic Solvents Under a Waste-Disposal Site 


The characteristics of a waste-disposal site include the presence of mixtures of 
inorganic and· organic pollutants and of a mixture of water and polar and 
nonpolar organic solvents. The present example deals with the solubilities of 
several polyaromatic hydrocarbon chemicals in two water-polar organic mix­
tures. The data are taken from a paper by Yalkowsky (1986). In Fig. 3.10, the 
solubilities of naphtalene, anthracene, pyrene, and chrysene are plotted as 
fractions of solvent or cosolvent in binary and tertiary methanol-acetone-water 
systems. It may be observed that the solubilities of pollutants increase with 
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Fig. 3.9a-d. Oxydation of Fe(II) and Mn(II). (After Stumm and Morgan 1981.) a 
Oxydation of Fe(II) in bicarbonate solutions. b Removal of Mn(II) by oxydation in 
bicarbonate solutions. c Oxydation of Mn(II) in HCOg solutions: autocatalytic plot. d 
Effect of pH on oxydation rates 


increasing proportion of cosolvent in the water-cosolvent mixture. To prove 
this behavior in a ternary mixed solvent (methanol-acetone-water system), one 
of the cosolvent volumes was kept fixed at 0.5 while that of the second co­
solvent and water varied in inverse relationship. Rao et al. (1989), reviewing 
some experiments from pharmaceutical industries, showed that a solvent 
(glyceryltriacetate) which is relatively insoluble in water was solubilized in 
water by propyl glycol or ethanol. The solubilized triacetate became an ex­
cellent cosolvent for other organic compounds from the drug industry. The use 
of an insoluble solvent as cosolvent could enhance the aqueous solubility of 
hydrophobic organic pollutants in water, leading to possible increases in soil 
and groundwater contamination. 
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Fig. 3.10A-C. Solubilities of several polyaromatic hydrocarbon chemicals in (A) 
methanol-water and (B) acetone-water mixed solvent systems. Solubility data are 
presented in (C) for ternary mixed solvents (methanol-acetone-water) where one 
cosolvent volume fraction remains fixed at 0.5 while that of the second cosolvent varies 
with water. (Rao et al. 1989) 







References 77 


References 


Baham J, Bell NB, Sposito G (1978) Gel filtration studies of trace metal-fulvic acid 
solutions extracted from sewage sludges. J Environ Qual 7: 181-188 


Chaney RL (1983) Potential effect of waste constituents on the food chain. In: Parr JF, 
Marsh SB, Klay M (eds) Land treatment of hazardous wastes. Noyes Data Corp, 
Park Ridge, pp 152-210 


David MR, Driscoll CT (1984) Aluminum speciation and equilibria in soil solutions of a 
Haplorthod in the Adironack Mountains. Geoderma 33: 297-318 


Doner HE (1978) Chloride as a factor in mobilities of Ni(II), Cu(II), and Cd(lI) in soil. 
Soil Sci Soc Am J 42: 882-885 


Driessens FCM (1986) Ionic solid solutions in contact with aqueous solutions. In: Davis 
JA, Hayes KF (eds) Geochemical processes of mineral surface. ACS Symposium 
Series No 323. American Chemical Society, Washington, DC, pp 524-560 


Gobran GR, Myamoto S (1985) Dissolution rate of gypsum in aqueous salt solutions. 
Soil Sci 140: 89-93 


Gupta RK, Singh CP, Abrol IP (1985) Dissolution of gypsum in alkali soils. Soil Sci 
140: 382-386 


Hargrove WL (1986) The solubility of aluminum-organic matter and its implication in 
plant uptake aluminum. Soil Sci 142: 179-181 


Hartley GS, Graham-Bryce IJ (1980) Physical principles of pesticide behavior, vol I. 
Academic Press, London, 519 pp 


Hendrickson LL, Corey RB (1981) Effect of equilibrium metal concentrations on ap­
parent selectivity coefficients of soil complexes. Soil Sci 131: 163-171 


Lamy I, Bourgeois S, Bermond A (1993) Soil cadmium mobility as a consequence of 
sewage sludge disposal. J Environ Qual 22: 731-727 


Lewis GN, Randal M (1923) Thermodynamics and the free energy of chemical sub­
stances. McGraw Hill, New York 


Lindsay WL (1979) Chemical equilibria in soils. John Wiley, New York, 449 pp 
Mattigod SW, Sposito G, Page AL (1981) Factors affecting the solubilities of trace 


metals in soils. In: Chemistry of soil environment. ASA Spec Publ 40: 223-241 
McBride MB (1989) Reactions controlling heavy metal solubility in soils. Adv Soil Sci 


10: 1-47 
Mulder J, van Grinsven JJM, van Breemen N (1987) Impacts of acid atmospheric 


deposition on woodlands soils. III. Aluminum chemistry. Soil Sci Soc Am J 51: 
1640-1646 


Oster JD (1982) Gypsum dissolution usage in irrigated agriculture - a review. Fertil Res 
3: 79--89 


Rao PSC, Lee LS, Nkedi-Kizza P, Yalkowsky SH (1989) Sorption and transport of 
organic pollutants at waste disposal sites. In: Gerstl Z, Chen Y, Mingelgrin U, Yaron 
B (eds) Toxic organic chemicals in porous media. Springer, Berlin Heidelberg New 
York, pp 176-193 


Rubino JT, Yalkowsky SH (1987) Co-solvency and co-solvent polarity. J Pharmacol 
Res 4: 220-230 


Scheffer F, Schachstable P (1982) Lehrbuch der Bodenkunde, 8th edn. Enke, Stuttgart, 
444 pp 


Sposito G (1981) The thermodynamics of soil solutions. Clarendon Press, Oxford 
Stevenson FJ, Ardakani MS (1972) Organic matter reactions involving micronutrients 


in soils. In: Mortvedt JJ, Goldrand PM, Lindsay WL (eds) Micronutrients in agri­
culture. Soil SCience Society of America, Madison, pp 78-144 


Stumm W, Morgan JJ (1981) Aquatic chemistry. John Wiley, New York 624 pp 
Swartzendruber D, Barber SA (1965) Dissolution of limestone particles in soils. Soil Sci 


100: 287-291 







78 Pollutants-Soil Solution Interactions 


Tanji KK (1969) Solubility of gypsum in aqueous electrolytes as affected by ionic 
strength. Environ Sci Technol 3: 656-661 


van Grunsven HJM, Van Riensdijk WH, Otjes R, van Beemer N (1992) Rates of 
aluminum dilution in acid sandy soils observed in column experiments. J Environ 
Qual 21: 439-447 


Yalkowsky SH (1986) Solubility of organic solutes mixed aqueous solvents. EPA 
Project Completion Report Cr 812581-01 


Yalkowsky SH, Roseman TJ (1981) Techniques of solubilization of drugs. Marcel 
Dekker, New York 


Zobrist J, Stumm W (1979) Forschung und Technik. Neue Zurcher Zeitung 







CHAPTER 4 


Volatilization into the Soil Atmosphere 


Volatilization is defined as the transition of chemicals from the solid or liquid 
phase into the vapor phase. Each chemical has a characteristic saturation va­
por pressure or vapor density, that varies with temperature. The potential 
volatility of a chemical is related to its inherent vapor pressure, but actual 
vaporization rates depend on the environmental conditions and all the other 


. factors that control the behavior of the chemical at the solid-air-water inter­
face. For surface deposits, the actual rates of loss, or the proportionality 
constants relating vapor pressure to volatilization rates, are dependent upon 
external conditions that affect movement away from the evaporating surface, 
such as turbulence, surface roughness, wind speed, etc. The rate at which a 
pollutant moves away from the surface is diffusion-controlled. Close to the 
evaporating surface there is relatively little movement of air, and the vaporized 
substance is transported from the surface through this stagnant air layer only 
by molecular diffusion. Since the thickness of the stagnant boundary layer 
depends on air flow rate and turbulence, vapor loss is influenced strongly by 
the type of soil cover and the atmospheric conditions, e.g., wind in the vicinity 
of the soil surface. In general, under a given set of conditions, as air turbulence 
increases, the volatilization rate increases. 


As a result of volatilization, the actual concentration of a potentially toxic 
chemical in a specific soil site decreases, but the pollution hazard is not entirely 
eliminated. It is true that a substantial portion of the chemical involved could 
be transferred into the atmosphere, but part of the chemical in its gaseous 
phase could be transported downward to the groundwater, becoming a pol­
lution hazard for the unsaturated zone. The volatilization of the pollutants in 
the soil from both liquid and solid phases has been discussed in recent years in 
reviews by Glotfelty and Schomburg (1989), Taylor and Spencer (1990), and 
Jayaweera and Mickkelsen (1991), and the reader is directed to these papers for 
a more detailed presentation of the process. Here, we will present only the 
basics of the volatilization process, with examples to illustrate the volatilization 
of both inorganic and organic pollutants from the soil medium. 
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4.1 The Volatilization Process 


Two distinct processes govern the dispersion of pollutants into the atmosphere. 
The first is the vaporization of toxic molecules into the air from the residues 
present in the soil medium; the second is the dispersion of the resulting vapors 
into the soil gaseous phase or the overlying atmosphere, by diffusion and 
turbulent mixing. Despite the fact that the two processes are fundamentally 
different and controlled by different chemical and environmental factors, they 
are not wholly independent under natural conditions, and only by integrating 
their effects can the characterization of the volatilization process be done. 


The vaporization process represents a phase change into vapor from the 
liquid or solid state. In their solid and liquid states, the potentially toxic mo­
lecules are held together by intermolecular forces. 


The molar heats offusion (~Hf), of vaporization (~Hv) and of sublimation 
(~Hs) are related according to the Born Haber cycle: 


(4.1) 


Even at low temperature there may be enough energy to overcome the cohesive 
forces of the chemical and to escape from the solid or liquid state into the 
gaseous state. 


The vapor dispersion process is described mathematically as a flux of vapor 
(IF) through any plane at a height z and is expressed by the equation 


(4.2) 


where kz is the diffusion coefficient and dp/dz the gradient of vapor pressure at 
the height z. 


The flow over the soil is turbulent and is described by the term, eddy dif­
fusion, except for a shallow layer about 1 mm thick. In this region as well as 
into the soil matrix, the vapor dispersion may be essentially described by a 
molecular diffusion process. 


The flux through the laminar layer (IF) is expressed as: 


(4.3) 


where Ps and Pd are, respectively, the vapor pressure at the evaporating surface 
ofthe laminar layer of effective depth <5; D is the molecular diffusion coefficient 
of a particular compound. 


Taylor and Spencer (1990) pointed out that the laminar layer can be re­
garded as the limiting distance above the surface to which the smallest eddies of 
the overland turbulent flow can penetrate. Thus, above this layer, transport 
takes place through eddy diffusion, and the corresponding vapor flux can be 
described, according to these authors, as: 
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(4.4) 


where kz is the main eddy diffusivity coefficient between the heights z, and Z2, 


and p, and P2 are the corresponding pressures. The depth of the turbulent 
zone, often described as the atmospheric boundary layer, is several orders of 
magnitude greater than that of the laminar flow layer, being measured in 
meters rather than the millimeters of the latter. The difference between the two 
diffusion coefficients is also large, so that - except when the atmosphere is 
exceptionally stable - dispersion of the pollutant vapors in the turbulent zone 
outside the laminar layer is relatively rapid. 


Despite these difficulties, the concept of separate regions of dilution by 
molecular diffusion and by turbulent mixing is of major importance in the 
theory of the exchange of gases at soil and plant surfaces. The concept is of 
particular value in the identification of the physical factors that impede the 
dispersion process under various soil and microclimate conditions. 


4.2 Vapor Pressure and Vaporization Relationship 


If a pollutant (in solid or liquid state) is placed in an initially empty vessel 
which is greater in volume than the pollutant itself, a portion of the chemical 
will evaporate so as to fill the remaining free space of the vessel with vapors. 
The pressure in the vessel at equilibrium is affected only by the temperature 
and is independent of the vessel volume. If any other gas is initially present in 
the vessel, the result will be the same (Dalton's Law). The pressure developed is 
called vapor pressure and characterizes any chemical in the liquid or solid state. 
Since the vapor pressure is a fundamental parameter in defining the vapor­
ization of a chemical, many techniques have been developed for its measure­
ment. Comprehensive reviews of these methods are found in the papers of 
Plimmer (1976) and Glotfelty and Schomburg (1989). 


When the temperature increases, the proportion of molecules with energy in 
excess of the cohesive energy also increases and, consequently, an excess vapor 
pressure is observed. The Clausius-Clapeyron equation describes the variation 
of vapor pressure with temperature as follows: 


(4.5) 


where p is the vapor pressure, AHv is the heat of vaporization (Pa m-3 mol-'), 
R is the universal gas constant (8.314 J mol-' K-'), and T is the temperature 
(K). 


Since the vapor pressure of potentially toxic chemicals is a key factor in 
controlling their dissipation in soil and from soil to the atmosphere, an accu­
rate estimation of this value is required. In the case of chemicals with low vapor 
pressure reaching the land surface as a result of nonpoint disposal (e.g., pes­
ticides in agricultural soils), their vapor pressure is sufficiently low to be below 
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the detection limits of methods by which they may be accurately measured. 
This explains the discrepancies found in the literature in the reported values of 
vapor pressure (Glotfelty and Schomburg 1989). 


This behavior may also be explained by the differences in the concentrations 
of pollutants on the land surface due to the fact that the soil is not a single­
phase system, and equilibrium is usually achieved at considerably different 
concentrations in the various phases. Mackay (1979) showed that the parti­
tioning between phases (corresponding to the maximization of entropy) can be 
expressed by equating the chemical potential in the respective phases. Thus, in 
partitioning between phases, matter flows from high chemical potential to low 
chemical potential. At equilibrium, the chemical potential is the same in all 
phases. However, since chemical potential is a difficult concept to use, Mackay 
(1979) reintroduced the much simpler concept of fugacity, which can be used 
quite simply to express the distribution of a pesticide among the various phases 
of the environment. It is important to underline again that high fugacity de­
notes a greater tendency for a chemical to escape from a phase. Fugacity is to 
mass diffusion as temperature is to heat diffusion: mass always flows from high 
to low fugacity just as heat flows from high to low temperature. Fugacity is 
linearly related to concentration, 


(4.6) 


where i denotes the i-th phase, C is the concentration (mol m-3) f is fugacity, 
and Z is the fugacity capacity (mol m-3 Pa-I) of the phase (Mackay 1979). 
Fugacity capacity is like heat «apacity. A phase with high Z will accept a large 
amount of chemical, just as a substance with high heat capacity will store a lot 
of heat. Each environmental phase has a Z value for each chemical at each 
temperature, and if the Z values are known, the equilibrium distribution be­
tween the phases can be determined. The fugacity concept in relation to 
transport processes will be discussed in Chapter 8. 


The value ofps in Eq. (4.3) is the maximum vapor pressure \;,alue that can be 
established at the inner sUl:face of the laminar flow layer in air moving over a 
surface; it can be the saturation value only when the surface is uniformly 
covered by the pollutant. This situation is almost impossible to find - except at 
the very moment where the pollutant reaches the land surface. In reality, the 
pollutant is partially adsorbed on the soil solid phase or is dissolved in the soil 
solution, which reduces the vapor pressure below the equilibrium value of the 
pure compound. 


Among the environmental factors affecting the vapor pressure value, ad­
sorption, temperature, water solubility, and soil moisture content variations 
could be included. Since the processes of pollutant solubilization in water, and 
adsorption on soil constituents are discussed in Chaps. 3 and 5, at this point we 
will briefly mention their effect on the vapor pressure value in connection with 
the potential vaporization of the chemicals. More in this regard can be found in 
Taylor and Spencer's (1990) review on pesticide volatilization. 
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The vapor density of a chemical in the air reflects the solution concentration 
according to Henry's Law: 


d = hc , (4.7) 


where d is the vapor density and c the solution concentration (both in mg 1-1) 
and h is Henry's coefficient. The vapor densities increase with residual con­
centration up to a limiting value, for the pure compound. When a pollutant in 
the gaseous phase passes through a soil layer, it is absorbed on the soil solid 
phase surface and its relative vapor density is reduced accordingly, It is clear 
that the gas adsorpton in soil will be affected by the soil constituent char­
acteristics and this process will reduce the volatilization rate. An increase in the 
soil water content leads to a decrease of amount of gas adsorbed and, conse­
quently to an increase of the volatilization rate. 


4.3 Volatilization of Multicomponent Pollutants 


In general, the soil pollutants reach the land surface not as pure components, 
but as a mixture of various potentially toxic chemicals. Each component in the 
mixture will have its own physicochemical characteristics. Complex mixtures of 
volatile organic compounds, such as petroleum products, typically contain 
components whose vapor pres~ures range over several orders of magnitude. 
The compositions of volatile organic mixtures in soil change with time due to 
volatilization of some of the components from the liquid phase via the soil 
vapor layer to the atmosphere. These changes in composition affect the phy­
sical properties of the remaining liquid mixture. Assuming that a mixture of 
components (Wd was ideal, and that they were all well mixed, Woodrow et al. 
(1986) considered that the evaporation of each component (Wi) proceeds by a 
first-order process and is described by 


(4.8) 


where k j is the evaporation rate constant for the component i. 
In a mixture, the more volatile components will evaporate sooner, resulting 


in a decreased evaporation rate for the mixture as its vapor pressure decreases. 
Woodrow et al.'s (1986) depiction of the evaporation of volatile components 
from a mixture is only one approach to this topic, and it confirms the previous 
development of Mackay's group (1979) on volatilization of organic compo­
nents. Recently, Nye et al. (1994), studying the evaporation of single and 
multicomponent liquids through soil columns, emphasized the differences be­
tween the two cases. In the case of a pure liquid, three stages were identified for 
a gas moving through a column of length L: 


1. A soil accumulation stage in which the soil sorbs the gas diffusing up the 
column. 


2. A steady-state stage in which the vapor escapes to the atmosphere at a 
constant rate, after diffusing up the column under a constant concentration 
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gradient, (C~=L - Cz=o)/L. The concentration of gas sorbed will vary with z, 
and will be determined by the sorption isotherm. If the rate of sorption is 
slow, the time taken to arrive at a steady state will increase and in the limit 
no steady state will be reached before the supply is exhausted. 


3. A soil depletion stage during which the gas sorbed by the soil diffuses to the 
atmosphere. When the sorption is slow, the initial rate of evaporation is 
relatively high (little sorption), but the time for complete evaporation is 
longer. 


The same stages can be recognized when a mixture of volatile components 
evaporates, but with important variations. In the accumulation stage, the 
components are sorbed according to their volatility, diffusivity, and the com­
petitive isotherm. No true steady state will be reached because the composition 
of the source liquid will be continuously changing, and the composition of the 
soil profile will be adjusting correspondingly. If the supply of source liquid is 
large compared with the soil's total sorption capacity, the adjustment will be 
slow, and evaporation will approach a steady state. In the depletion stage, the 
soil, already enriched in the less volatile components, will lose the volatile 
components slowly. The soil will still contain a small proportion of the more 
volatile components and will not lose them completely until all components are 
gone. 


4.4 Examples 


Volatilization of toxic chemicals from the soil body could lead, on the one 
hand, to an increase of the pollution level of the surrounding atmosphere and, 
on the other, to a vertical redistribution of the pollutants into the porous 
media, extending from the land surface to the groundwater. 


In the present part we will use a few examples to illustrate the volatilization 
of pure inorganic and organic compounds and of multicomponent liquids from 
soils. 


4.4.1 Ammonia Volatilization 


Increasing use of fertilizers, and the increasing disposal of sewage sludges on 
agricultural lands raise the question of possible volatilization losses of NH3 
from soils. Ammonia volatilization is an example illustrating the behavior of 
volatile inorganic chemicals in soils under aerobic and anaerobic environ­
mental conditions. It is recognized that ammonia volatilization is affected by 
wind, time and depth of incorporation, pH, temperature, soil moisture, soil 
cation exchange capacity (CEC), and base saturation. We will summarize two 
experiments dealing with the ammonia volatilization process: the first one 







Examples 85 


under aerobic conditions from a sieved and steady enriched soil, and the sec­
ond from a flooded soil system. 


Summarizing the process of ammonia volatilization from soil, Feigin et al. 
(1991) emphasized that the relative concentrations of NH3 and NHt in a 
solution depend on its pH, as indicated in the following equations: 


[NH3(aq)][H+] = K = 10-9.5 


[NHt] 


log [NH3(aq)] = -95 + pH 
[NHtl . 


(4.9) 


(4.10) 


(4.11 ) 


where NH3(aq) is NH3 in solution and [] denotes concentration. According to 
these equations, the concentrations ofNH3(aq) at pH = 5,7 and 9 are 0.0036, 
0.36, and 36%, respectively, of the total quantity of ammoniacal N in the soil 
solution. Loss of NH3 from calcareous soils is considerably greater than from 
noncalcareous ones (W oldendorp 1968) and involves production of 
(NH4hC03 (Fenn and Kissel 1973) or NH4HC03 (Feagley and Hossner 
1978). The fate of (NH4hS04 added to a calcareous soil is represented by the 
overall reaction between (NH4hS04 and CaC03. 


CaC03 + (NH4hS04 = 2NH3 + CO2 + H20 + CaS04 . (4.12) 


In an experiment on factors affecting .ammonia volatilization from sewage 
sludge-enriched soils, Donovan and Logan (1983) showed that it occurs in a 
manner similar to the reported volatilization from NH3 fertilizers. These au­
thors found that ammonia loss increased with increasing pH and temperature, 
as would be predicted from thermodynamic considerations. Loss from air-dry 
soil was much lower than from soil at moisture tension <1.5 MPa. The 
moisture added to the soil with the liquid sludge overshadows the effects that 
antecedent soil moisture has been shown to have on NH3 volatilization from 
fertilizers. The type of sludge incorporated into the soil has an important role 
in NH3 volatilization. Table 4.1 shows the percentage of ammonia volatiliza­
tion from sludges of various preparations and origins. It may be seen that 
volatilization losses were greater from a lime-stabilized sludge, which had a pH 
of 12, than from the anaerobic and aerobic sludges. The N value of this sludge 
would decrease rapidly if the material were not incorporated immediately after 
application. 


Donovan and Logan (1983) report that an initial soil moisture content 
corresponding to ~ 1.5 MPa tension increased NH3 volatilization compared 
with air-dried soil. Volatilization increased linearly with time elapsed after 
sludge incorporation. Ammonia loss was greater from soil at pH 7.5 than at 
pH 6.7 or 5.1. Volatilization decreased with decreasing temperature. When the 
sludge contained large sludge particles, NH3 loss decreased. Figure 4.1 illus­
trates the effect of the soil moisture content on ammonia volatilization. 
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Table 4.1. Ammonia-N volatilized as percentage of NH3-N applied and tests of 
significancea for several sludges. (After Donovan and Logan 1983) 


Sludge origin Type of sludge NH3 volatilized over Test of line Duncan's 
24 h as percentage equality multiple 
of total NH3-N applied range 


test 


Columbus Anaerobically 8.3 a a 
digested 


Dewatered Anaerobically 7.8 a a 
Columbus digested 


Medina Anaerobically 0.4 a a 
digested 


Columbus Primary None detected a a 
compost 


Ashland Aerobically 15.8 b b 
digested lime-
stabilized 


aMeans followed by the same letter are not significantly different at the 0.05 level. 
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Fig. 4.1. Ammonia-N volatilization as a function of time for sewage sludge applied to 
soils at 0,0.01, and 1.5 MPa, and air-dry initial moisture levels. Horizontal bars indicate 
the amount collected during the 2O-min sampling period. (Donovan and Logan 1983) 


Ammonia volatilization from flooded soil systems involves a more com­
plex pathway, in the terrestrial-atmospheric nitrogen (N) cycle. In a compre­
hensive review on this topic, Jayaweera and Mikkelsen (1991) showed that a 
variety of water, soil, biological, and environmental factors and management 
practices influence the kinetics and extent of NH3 volatilization from flooded 
soil systems. Ammoniacal N concentration, pH, PC02' alkalinity, buffering 
capacity, temperature, depth, turbulence, and biotic activity are several 
floodwater characteristics that influence NH3 volatilization. The NHt con­
centration in floodwater is influenced by N management practices such as 
source, timing and method of application, and water depth, as well as biotic 
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activity. The dominant soil factors affecting NH3 volatilization are soil pH, 
redox status, cation exchange characteristics, CaC03 content,· soil texture, 
biotic acitivity, and fluxes affecting adsorption and desorption of NHt at the 
soil-water interface. Atmospheric conditions such as wind speed, PNH3' air 
temperature, and solar radiation also influence NH3 volatilization .. According 
to Jayaweera and Mikkelsen (1991), the rate of NH3 volatilization is princi­
pally a function of two parameters, the NH3 (aq) concentration in floodwater 
and the volatilization rate constant for NH3. 


4.4.2 Pesticide Volatilization 


Since it is a major pathway of pesticide losses, the volatilization of pesticides 
has been the subject of a large number of studies through the years. Both the 


Table 4.2. Saturation vapor pressures and densities of selected pesticides (As 
summarized by Taylor and Spencer 1990) 


Pesticide Molecular Temperature Vapor pressure Vapor density 
wt. 
(g) CC) (mPa) (JlgjL) 


Alachlor 270 25 2.9 3.2 (-It 
Atrazine 216 25 9.0 (-2) 8.0 (-3) 
Bromacil 261 25 2.9 (-2) 3.0 (-3) 
Carbofuran 221 25 1.1 1.0 (-1) 
Chlorpropham 214 25 1.3 1.2 (-1) 
DDT 354 25 4.5 (-2) 6.0 (-3) 
Diazinon 304 25 1.6(+1) 2.0 
Dicamba 221 20 5.0 (+2) 45 
Dieldrin 381 25 6.8 (-1) 1.0 (-1) 
Diuron 233 25 2.1 (-2) 2.0 (-3) 
EPTC 189 20 1.1 (+ 3) 8.3(+1) 
EPTC 189 25 2.8 (+ 3) 2.2 (+2) 
Fenitrothion 277 20 8.0 (-1) 9.1 (-2) 
Heptachlor 373 20 2.2 (+ 1) 3.3 
Lindane 291 25 8.6 1.0 
Linpron 249 20 1.1 1.2 (-1) 
Malathion 330 20 1.3 1.8 (-1) 
Methyl parathion 263 25 2.4 2.5 (-1) 
Metolachlor 284 20 1.7 2.0 (-1) 
Monuron 199 25 2.3 (-2) 2.0 (-3) 
Parathion 291 25 1.3 1.5 (-1) 
Picloram 241 20 7.4 (-4) 7.3 (-5) 
Prometon 225 25 8.3 (-1) 1.0 
Simazine 202 25 2.0 (-3) 1.7 (-4) 
Triallate 305 20 2.6(+1) 3.2 
T rift uralin 335 20 1.5 (+ 1) 2.0 


aNumbers in parentheses represent power of ten factors. 
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theoretical and practical aspects of pesticide volatilization were reviewed a few 
years ago by Taylor and Spencer (1990). 


Pesticides are characterized by a range of saturation vapor pressures and 
densities (Table 4.2) and, therefore, evaporate from the soil medium at differing 
rates and in differing proportions of the amount incorporated in the soil. The 
volatilization is controlled, not only by the properties of the molecules, but also 
by the properties of the soil and environmental factors, such as humidity and 
temperature. This statement is supported by the results of Spencer and Cliath 
(1970, 1973) on the vapor density of lindane and dieldrin, as presented in 
Fig. 4.2a,b. When pesticide concentrations in soils are below the saturation 
level, the temperature relation becomes more complex. A more detailed ana­
lysis of the results presented in Fig. 4.2b shows that, below the saturation level, 
the vapor density increased with temperature more slowly than that of the pure 
compound. Spencer and Cliath (1970) explain this behavior by the combina­
tion of solubility relationships, Henry's law, and free energy changes during 
adsorption. 


Pesticide volatilization is also affected by the soil constituents and the soil 
moisture status. From the results reported by Spencer (1970) on the effect of 
organic matter and clay content on vapor density of dieldrin, it was observed 
that its vapor densities over both wet and dry soils were inversely related to the 
soil organic matter content (Table 4.3). In the case of dieldrin, the clay content 
of soils, which was unrelated to the organic matter content, had only a minor 
effect. This finding was confirmed by other experiments (Chiou 1989) and, 
based on this, it may be emphasized that soil organic matter content and soil 
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Fig. 4.2a,b. Vapor density of dieldrin (a) and lindane (b) in air equilibrated at 20,30 and 
40°C with residues adsorbed on Gila silt loam soil at a moisture content of a 0.10 
kgkg- I and b 0.0394 kgkg-l. (Spencer and Cliath 1969,1970) 
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Table 4.3. Effect of organic matter and clay content on vapor density of dieldrin (at 10 
mg/kg dieldrin and 30 C; Spencer 1970) 


Soil type Organic Clay (%) Vapor density (mg/L) 
matter 
(g/kg) Weta Dryb 


Rosita very fine sandy loam 1.9 16.3 175 1.7 
Imperial clay 2.0 67.6 200 0.9 
Gilat silt loam 5.8 18.4 52 0.7 
Kentwood sandy loam 16.2 10.0 32 0.4 
Linne clay loam 24.1 33.4 32 0.6 


aWet - approximately 0.2 Mpa matrix suction. 
bDry - equilibrated at 50% relative humidity. All soils contain 10 ppm dieldrin: all 
temperatures 30°C. 


organic matter partition coefficients are of primary importance in describing 
the rate of volatilization in soils for compounds having a high affinity for the 
organic matter. 


Over the years, retardation of pesticide volatilization in dry soils was noted. 
This is illustrated by the results of Spencer (1970) with trifluralin and dieldrin 
(Fig. 4.3a,b). These show that even where the concentrations in a moist soil of 
dieldrin and trifluralin were so high as to give vapor densities approaching 
those of pure compounds, reduction of the soil water content caused large 
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Fig. 4.3a,b. Vapor density of trifluralin (a) and dieldrin (b) as affected by temperature, 
initial concentration in the soil and soil-water content. a Vapor density of trifluralin in 
air equilibrated at 30°C with Gila silt loam containing initially 8.4 and 72 mg kg- 1 


trifluralin. (Spencer and Cliath 1974). b Vapor density of dieldrin in air equilibrated at 
30 and 40°C with Gila silt loam containing initially 100 mg/kg dieldrin. (After Spencer 
and Cliath 1969, 1973) 
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reductions in the equilibrium vapor densities. Similar results were reported by 
the same group for DDT, DDE isomers, and lindane (Spencer and Cliath 1970, 
1973). In practical terms, in the Gila soil, a moisture content of 0.0394 kg/kg is 
in equilibrium with air of a relative humidity of 94 %. The moisture contents at 
which the equilibrium vapor densities of pesticides are reduced to low values 
are thus easily reached in surface soils drying in moderately dry air. 


The above data demonstrate the dominant role of soil moisture in con­
trolling the volatilization of soil-incorporated pesticides. When soil moisture 
moves to the surface as a result of surface evaporation, the volatilization of 
pesticideS' is controlled by the "wick effect", and reflects the rate of replen­
ishment by upward transport of the chemical in the flow of soil moisture 
(Taylor and Spencer 1990). 


The above experiments on volatilization were carried out in the laboratory 
under controlled conditions. There have also been field experiments which 
confirmed the validity of the laboratory experiments, with small deviations 
caused by scale and condition differences. Table 4.4 reproduces information on 
field experiments on pesticide volatilization, as summarized by Taylor and 
Spencer (1990). 


The data in Table 4.4 show a wide range of observed volatilization rates 
extending from 90% losses within a few days to small losses over weeks or 
months. Direct measurement of pesticide volatilization in the field is, however, 
complicated, and requires a large number of samples to be analyzed in order to 
obtain a statistically meaningful result. The data obtained by field measure­
ments confirm, however, the trends in volatilization processes of pesticides 
from soil to the atmosphere as determined in the laboratory under controlled 
environmental conditions. 


4.4.3 Petroleum Products Volatilization 


In recent years, pollution of the unsaturated zone by petroleum products has 
aroused concern, particularly in the light of reports on groundwater quality. 
Crude oil and petroleum products are, typically, mixtures of compounds, 
mainly hydrocarbons, the hydrocarbon group itself having various carbon 
structures (e.g., n-paraffin: Cll to C32 , paraffins; I-ring to 6-ring cycle paraffins; 
aromatics: benzene, toluene; Cg to Cll aromatics, etc.) The relative ratios 
among the hydrocarbon groups and the composition of each group are de­
termined by the origin of the crude oil and the distillation procedure. 


Two nonsynthetic petroleum hydrocarbon mixtures, kerosene and weed 
oil, will be used as examples to illustrate the volatilization of multi­
component pollutants from soil. Weed oil is characterized by the presence of 
light hydrocarbons (C9 to C12 ) since the kerosene component encompasses a 
larger range of light and heavy components (C9 to CI5 ). Consequently, 
Beacon weed oil will illustrate the case of evaporation immediately after 
application, while the experiments with kerosene will illustrate the changes 







Examples 93 


with time in the pollutant composition, due to volatilization of the light 
components. 


Field evaporation of Beacon weed oil, as reported by Woodrow et al. (1986) 
could be described by an exponential function of time: 


InR = 1.8817 - 0.8124t (r2 = 0.96) , 


where R is the remaining amount (mg cm-2) and t is time (h). 
The authors explain that the exponential evaporation of the oil in the field 


was probably partly due to increasing temperature and wind speed during the 
test period. The half-life of evaporation of the Beacon weed oil was 0.85 h, 
which was equivalent to a transport to the atmosphere of 328 kg/ha when the 
initial oil deposit was 6.56 mg cm-2. Figure 4.4 exhibits the qualitative ex­
amination of the gas chromatograms of air and surface residues and also 
indicates that loss from soil was dependent primarily on oil component vola­
tility, with no apparent decomposition occurring on the soil or in the air. 


In a series of experiments on kerosene behavior in soils carried out by 
Yaron's research group (Yaron et al. 1989; Galin et al. 1990a,b; Fine and 
Yaron 1993; Jarsjo et al. 1994) the effects of soil composition and aggregation 
on kerosene volatilization were reported. Figure 4.5 shows the relative total 
volatilization of kerosene from dune sand, loamy sand, and silty loam soils. A 
significant difference was found between the silty loam soils, on the one hand, 
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Fig. 4.4. Gas chromatograms of beacon oil 
standard and of residue on soil and in air for 
the same postspray interval. (Woodrow et al. 
1986) 
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Fig. 4.5. Relative volatiliza­
tion of kerosene from dry 
dune sand, loamy sand, and 
silty loam soils at 23°C, in 
percentage of the initial 
amount. (Galin et al. 1990a) 
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Fig.4.6a-c. Relative volatilization of kerosene from (a) coarse, (b) medium, and (c) fine 
sand, as proportions of the initial amount. (Galin et al. 1990b) 


and the dune sand and loamy sand soils, on the other. This behavior may be 
explained by the effect of pore-size distribution in each soil investigated. 


The initial amount of kerosene applied to coarse, medium, and fine sands 
significantly affected the rate of volatilization for the three inert materials used 
in the experiment (Fig. 4.6). The greatest effect of initial concentration on the 
evaporation rate was observed in the coarse sand. When the initial amount of 
kerosene was equivalent to the residual saturation capacity, the evaporative 
surface decreased (due to rapid filling ofthe pores by the liquid kerosene) and a 
decrease in volatilization rate occurred. In fine sand, the free evaporative 
surface in the porous medium remained similar when the initial amount of 
kerosene applied ranged between residual and saturated, and this was reflected 
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by a similar rate of volatilization. In the medium sand the effect of initial 
concentration on the rate of volatilization was intermediate. 


The differential volatilization of the kerosene components led to a change 
over time of the chemical composition of the remaining petroleum product. 
Figure 4.7 shows gas chromatograms of fresh kerosene and the kerosene re­
covered from coarse, medium, and fine sands after 1, 5, and 14 days of in­
cubation. The amount of kerosene applied to the three sands was equivalent to 
the saturated retention capacity. Note the loss of the more volatile hydro­
carbons by evaporation in all the sands studied 14 days after application, and 
the lack of resemblance to the original kerosene. It should be emphasized that 
all the changes were caused by evaporation, and no biodegradation of the 
kerosene occurred, since the water content «0.1 %) was too low to support 
significant biological activity. 


The pore size of the sands affected the chemical composition of the re­
maining kerosene. The C9-C12 fractions disappeared completely 14 days after 
their incorporation, except from saturated fine sand, where 5% of the initial 
C12 applied was still found. About 40% of C13 was recovered from all three 
sands, when the initial amount applied was equivalent to the saturated reten­
tion capacity. When the amount of kerosene applied was equivalent to the 
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Fig. 4.7. Gas chromatograms of fresh kerosene and kerosene recovered from coarse, 
medium, and fine sands after 1, 5, and 14 days of incorporation. The initial amount of 
kerosene applied was equivalent to the saturated retention value. (Galin et al. 1990a) 
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residual capacity, only 20% of C13 was recovered from the fine sand, and the 
kerosene was completely volatilized from the medium and coarse sands. Values 
of 10-40% of the initial amount of CW-C15 were recovered after 14 days of 
incubation in the saturated sands. When the initial concentration was 
equivalent to the residual capacity, only about 20% of the above components 
were recovered. 


The relative importance of the individual components of the kerosene 
changed with time owing to evaporation of the more volatile hydrocarbons. 
Figure 4.8 shows, for example, the relative concentration of the selected 
fractions ClO, C12, and CI5 during 14 days of kerosene incubation in a coarse, 
medium, and fine sand, when the initial amount was equivalent to the residual 
and saturated retention capacities. As a general pattern it was observed that, 
after this period of time, liquid-phase hydrocarbon was still present in the 
porous medium. The importance of the volatile fraction (ClO , C12) diminished 
and that of the heavy fractions increased for all the sands. The relative rate of 
decrease of C IO and C 12 and the relative increase of C I5 were greater in the 
coarse sand than in the fine sand. The medium sand exhibited intermediate 
kinetics. In all the experiments, the relative decrease or increase was more 
pronounced in the sands where kerosene was applied at the residual retention 
capacity than at the saturated retention capacity. 
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Fig. 4.8. The relative concentration of the CIO, C12, and CI5 components of a kerosene 
during 14 days of incubation in coarse, medium and fine sand (in percentage of total 
amount of kerosene), at (D) residual and saturation capacity (.). (Galin et al. 1990b) 
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Fig. 4.9. Volatilization of kerosene from the golan vertisol as affected by aggregate size. 
(Fine and Yaron 1993). Free (A) and enhanced venting (B) 


Fine and Yaron (1993) studied the effect of soil aggregation on kerosene vo­
latilization by comparing the rate of the process in two size fractions of Golan 
vertisol: the <1-mm fraction and the 2-5-mm aggregates. The total porosity of 
these two aggregate fractions was very similar: 53 and 55% of the total soil 
volume, respectively. The respective kerosene retention capacity (KRC) was, 
however, different in these two size fractions: 8.7 ± 0.25 and 4.1 ± 1.1 mg/l00 g 
soil, respectively. The difference in retention of the heavy fraction seems to 
emanate from the effect of pore size distribution on the rate of kerosene flow 
through the soil and on the kinetics of kerosene retention in soil micropores. 
The two soil separates differed also in ail;' permeability, their respective Ka 
values being 0.0812 ± 0.009 cm2 and 0.145 ± 0.011 cm2 • Figure 4.9 shows that 
the rate of kerosene removal from the two soil separates is related to their 
permeabilities to air (effect of venting). The more permeable to air the soil is, 
the more it releases kerosene. From the above examples, it might be observed 
that the soil aggregation status and the pore-size distribution are soil para­
meters which affect the volatilization of petroleum products from soils. 
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CHAPTER 5 


Retention of Pollutants 
on and Within the Soil Solid Phase 


Pollutants retained on and within the soil solid phase have reached the soil 
directly as solute, water-immiscible liquid, suspended particles, or in the gas­
eous phase. Pollutant retention is controlled by the physicochemical and 
physical properties of the soil solid phase by the properties of the pollutants 
themselves, and by environmental factors such as temperature and soil 
moisture content. Since, under natural conditions, we are dealing, in general, 
not with a single pollutant but with a mixture of pollutants and natural organic 
and inorganic compounds, the competition between the compounds for the soil 
adsorption sites will control their retention on or in the soil solid phase. For 
quantifying the retention of pollutants in the soil solid phase, an equilibrium 
should be determined; consequently, major attention should be given to the 
kinetics of the process. 


The capacity of the soil solid phase to retain and release both toxic chemical 
species and pathogenic microorganisms is an essential part of its function as a 
filter and reservoir of pollutants. An understanding of the nature of this phe­
nomenon is a prerequisite for any attempt to quantity and predict pollutant 
behavior in soil. The retention of pollutants on and in the soil solid phase is the 
result of a physicochemical process, adsorption on the surface, chemical re­
actions with the solid phase, and mechanical trapping of the pollutants in the 
solid-phase pores. In the present section we will deal separately with the surface 
adsorption-release and with the mechanical retention of the pollutants. Ex­
amples illustrating both processes will follow. 


5.1 Surface Adsorption 


Adsorption is defined as the excess concentration of pollutants at the soil-solid 
interface compared with that in the bulk solution or the gaseous phase, re­
gardless of the nature of the interface region or of the' interaction between the 
adsorbate and the solid surface which causes the excess. Adsorption removes a 
compound from the bulk phase and, thereby, greatly affects its behavior in the 
soil environment. Due to some hysteresis effects, explained among other 
possibilities by a possible bound residue formation, the release of the com­
pound from the solid phase to the liquid or gaseous phase does not always 
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affect the amount of pollutants in the soil medium. Surface adsorption is due 
to electrical charges and nonionized functional groups on mineral and organic 
constituents. 


5.1.1 Adsorption of Ionic Pollutants 


Adsorption of charged ionic pollutants on the surface of the soil solid phase is 
subject to a combination of chemical binding forces and the electric field at the 
interface that is implicitly controlled by the adsorption itself. It was shown 
above (Chap. 1.1.5) that the soil solid phase has a net charge which, in contact 
with the liquid or gaseous phase, is faced by one or more layers of counter or 
co-ions which have a net charge equal to and separated from the surface 
charge. Electrical neutrality on the colloidal surface requires that an equal 
amount of charge of the opposite sign must accumulate in the liquid phase 
near the charged surface. For a negatively charged surface, this means that 
positively charged cations are thus electrostatically attracted to the charged 
surface. 


At the same time, due to diffusion forces, the cations are also drawn back 
towards the equilibrating solution. The distribution of cations in a "diffuse 
layer" is established so that the concentration of cation increases towards the 
surface, the concentration increasing from a value equal to that of the equili­
brating solution to a higher value, principally determined by the magnitude of 
the surface charge. On the other hand, ions of the same sign (anions) are 
repelled by such a surface with diffusion forces acting in an opposite direction, 
such that there is a deficit of anions near the surface. 


Electric double layer theory. The overall pattern as discussed above is known 
as a diffuse double layer (DDL). The theory of the diffuse double layer was 
developed about 100 years ago by Gouy and Chapman. The Gouy-Chapman 
theory assumes that the exchangeable cations exist as point charges, that the 
colloid surfaces are planar and infinite in extent, and that the surface charge is 
uniformly, distributed over the entire colloid surface. Despite the fact that the 
above assumption does not correspond to the soil conditions, it works "sur­
prisingly well" for the soil colloids, and this fact could be explained only by 
mutual-cancellation of the errors. Stern (1924) and Grahame (1947) refined the 
Gouy-Chapman theory by recognizing that counterions are unlikely to ap­
proach the surface more closely than the ionic radii of anions and the hydrated 
radii of cations. They also introduced the concept of binding energy for specific 
adsorption. Fig. 5.1 shows a schematic representation of the Gouy~Chapman 
and Stern-Grahame models, illustrating the fundamental differences between 
the two models. Detailed critical presentation of the diffuse double-layer the­
ories can be found in Greenland and Hayes (1981), Sposito (1984), Sparks 
(1986) and Bolt et al. (1991). A short presentation of the evolution of the 
diffuse double-layer theory, without going into the mathematical analysis, 
follows. 
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The Gouy-Chapman model considers that the charge is uniformly spread 
over the surface. The space charge in the solution is considered to be built up of 
a nonuniform distribution of point charges. The solvent is treated as a con­
tinuous medium, influencing the double layer only through its dielectric con­
stant which is assumed invariant with position in the double layer. Further, it is 
assumed that ions and surface are involved only in electrostatic interactions. 
The present derivation is for a flat surface, infinite in size. The double-layer 
theory applies equally well to rounded or spherical surfaces (Overbeek 1952). 
Stern's model (1924) considers that the region near the surface consists of a 
layer of ions adsorbed at the surface and forming a compact double layer, the 
Stern layer, and a diffuse double layer, the Gouy-Chapman layer (Fig. 5.1). In 
the Stern model the surface charge is balanced by the charge in solution which 
is distributed between the Stern layer at a distance, d, from the surface and a 
diffuse layer which has a Boltzmann distribution. The total surface charge, u, is 
therefore due to the charge in the two layers 


u = -(U\ + (2) , (5.1) 


u\ is the Stern layer charge and U2 is the diffuse layer charge. 
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A development of the diffuse double-layer theory considers also the inter­
actions between the two flat layers of the Gouy-Chapman model. The double­
layer charge is, however, only slightly affected when the distance between the 
two plates is large. Further development of the theory includes that of Gra­
hame (1947), which suggests that specifically adsorbed anions are adsorbed 
into the Stem layer when they lose their water of hydration, whereas the 
hydrated cations are only electrostatically attracted to the surface. Bolt (1955) 
later introduced the effects of ion size, dielectric saturation, polarization en­
ergies of the ion, Coulombic interaction of the ions, and the short-range re­
pulsion between the ions into the Gouy-Chapman theory. However, the simple 
Gouy-Chapman theory gives fairly reliable results for colloids with a charge 
density not exceeding 0.2-0.3 C m-2, especially if the colloid under con­
sideration has a constant charge density. The Gouy-Chapman equation ex­
presses the fundamental relation between the point charge, the electrolyte 
concentration, and the surface electrical potential. The Gouy-Chapman model 
gives an invaluable answer - at least qualitatively - to a series of surface 
processes occurring in the soil system. For example, pending some corrections, 
this theory explains the exchange capacity concept for the range of surface 
charge density normally encountered in soil clays. 


The double-layer theory has found its application in the soil-pollutant 
system, in connection with -ion exchange process, when the pollutants have 
charges opposite to that of the surface. The excess ions of opposite charge -
over those oflike charges - are called exchangeable ions because any ion can be 
replaced by an ion of the same charge by altering the chemical composition of 
the equilibrium solution. The cation exchange capacity under a given set of 
solution conditions is defined by the maximum number of counterions present 
in the electric double layer per unit mass of exchangers. Expressions. of the 
cation exchange capacity can be derived from the theory describing the dis­
tribution of ions near charged surfaces (Bolt et al. 1991). In a variable-charge 
soil system, the surface potential is controlled by the adsorbed cations, and 
depends on the activity of these ions in the equilibrium solution. This must be 
taken into account for expressing the cation exchange capacity. 


Generally, the soils contain surfaces with a mixture of both constant and 
variable charges and the total net surface charge density becomes 


(5.2) 


where G'p and G'v represent the constant and the variable surface charge density, 
respectively. 


Cation exchange and selectivity. Cation exchange and selectivity form one of 
the most important processes which control the fate of ionically charged pol­
lutants in soils. It involves both the cationic concentration in solution and the 
cation dimensions, on the one hand, and the configuration of the exchange 
sites, on the other. For cationic molecules the retention properties follow the 
relation 
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[Asoln] _ KK [Aads] 
[Bsoln] - [Bads]' 


(5.3) 


where K is a selectivity coefficient which expresses the inequality of the activity 
ratios of the cationic molecules, A and B, in solution (soln) and adsorbed (ads) 
phases. Since Kerr (1928) was the first to propose this equation, the exchange 
coefficient is called the Kerr exchange coefficient and is denoted KK. A simple 
way to show the selectivity phenomenon is to plot the molar fraction adsorbed 
versus the molar fraction in solutions in a square diagram (Fripiat et al. 1971). 


When cations of differing charge are exchanged, Eq. (5.3) is modified. In a 
case of an exchange between bivalent and monovalent cations, for example, the 
exchange coefficient is expressed by the equation 


[M+ ads]2 [M2+ ~oln] _ K 
[M2+ ]. x [+ ]2 - K, . ads M soln 


(5.3a) 


where M+ and M2+ are mono- and bivalent cations and all terms represent 
molar quantities. 


This equation was modified later and the modification most used at present 
is that suggested by Gapon (1933), who approached the process as an exchange 
of mole equivalents of electric charge rather than of moles, the Gapon relation 
is 


KG = [M+ ads]2 X [M2+ sod 
[ I M2+ ] [ . ]2' 2 ads M+ sol 


(5.4) 


where the solute concentration is measured as activities and the adsorption is 
measured on an equivalent basis. 


The exchange properties of negatively charged surfaces in soils do not affect 
different cations which have the same valence, in the same manner. This is due 
to differences in size and polarizability among the cations themselves, to the 
structural characteristics of the surfaces where the cations are held, and to 
differences in the surface charge distribution. In general, the preference of soil 
minerals, for instance, for monovalent cations decreases in the order 


Cs+ > Rb+ > K+ > NHt > Na+ > Li+ , 


and this is known as the lyotropic series, indicating the greater attraction of the 
surfaces for less hydrated cations. The ammonium ion is more strongly pre­
ferred than the anhydrous H+ or Na+ in 1:2 clay minerals since it may form 
NH oxygen links in the hexagonal holes of the Si-O sheets, and may also link 
them to adjacent oxygen planes in the interlayer space by an O.H-N-H.O 
bond. This mechanism occurs only in the case of minerals which have iso­
morphic substitution in the tetrahedral sheet of the layer. Selectivity of the 
divalent alkaline earth cations is less pronounced. Trivalent cations such as 
AI3+ octahedrally coordinated to water molecules would link more strongly 
than hydrated Ca2+ ions. 
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Cation selectivity on soil organic matter is related mainly to the disposition 
of the acidic groups in soil organic compounds. Multivalent cations are pre­
ferred to monovalent cations and transitional group metals to the strongly 
basic metals. In the case of soil organomineral complexes, it is mentioned that 
the CEC of the complex is invariably less than the sum of the CECs of the 
components, and that the pattern of cation selectivity is also considerably 
modified (Greenland and Hayes 1981). 


The selectivity equations characterizing the exchange between two cations 
are specific for saline soils, and describe the sodium adsorption on the soil solid 
phase. The US Salinity Lab. (1954) derived two equations from the Gapon 
equation for the molecular adsorption of sodic solution of the soils. The first 
describes the sodium adsorption ratio (SAR), based on the Na content in the 
soil solution, as follows: 


SAR = [Na+) 
([Mg2+) + [Ca2+))1/2 ' 


(5.5) 


where the solution concentration is in ,umoll-I. The exchangeable sodium 
fraction in soils, known as ESR, is expressed by the formula: 


ES 
ESR = CEC - ES ' (5.6) 


where ES is the exchangeable Na in cmol kg- I and CEC is the cation exchange 
capacity in cmol kg-I. 


The processes involved in the adsorption of metal cations in soils include 
exchange or Coulombic adsorption and specific adsorption by the solid phase 
components of the soil. The heavy metal cations take part in exchange reac­
tions with negatively charged surfaces of clay minerals as follows: 


Clay - Ca + M2+ ~ Clay - M + Ca2+ . (5.7) 


Cationic adsorption is affected by the pH, and in an acid environment 
(PH < 5.5) some of the heavy metals do not compete with Ca2+ for the mineral 
adsorption sites. When the pH becomes greater than 5.5, the heavy metal 
adsorption increases abruptly and the reaction becomes irreversible. Table 5.1 
shows, for example, the effects of pH on the adsorption of selected heavy 
metals on the goethite surface. 


Cationic organic pollutants (e.g., pesticides) compete with the mineral ions 
for the same adsorption sites. At a low pH level, an organic cationic molecule is 
much more strongly adsorbed on the soil surface than a mineral ion with the 
same valency. At a moderate pH, the mineral ion adsorption is favored over 
that of cationic organic molecules. In general, the charge density of the soil 
solid phase is a determinant factor in adsorption of cationic organic molecules. 
Their adsorption is affected, however, by their molecular configuration 
(Mortland 1970). Similarly to the organic cation, the basic organic molecules 
could be adsorbed by clays, by cationic adsorption. However, this adsorption 
mechanism is conditioned by the acidity of the medium. 
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Table 5.1. Adsorption of heavy metals on goethite as a function of pH. Data expressed 
as percent of initial amount of metallic cation in solution. (Quirk and Posner 1975) 


Metal pKJ pH 
(approx.) 


4.7 5.2 5.5 5.9 6.4 7.2 7.5 8.0 


Cu 8.0 17 55 75 90 
Pb 8.0 43 56 75 
Zn 9.0 13 22 68 
Cd 9.5 23 44 53 
Co 9.5 39 54 78 


Living pathogenic organisms could also be adsorbed on soil solid surfaces 
by cation exchange mechanisms. Multivalent cations are necessary for certain 
bacteriophages to be adsorbed on colloidal charged surfaces and dependence 
on cation-mediated sorption has been reported for many virus-cell pairs. Using 
a positively charged resin as a model for the exchange with a negatively 
charged bacterial cell, Daniels (1980) proposed a formal mechanism of ad­
sorption from liquid suspensions. He considered that the large complex 
structure of the bacterial cell can behave as either a cation or an anion and 
react, respectively, with the charged groups of an anionic or a cationic ex­
change resin. The exchange resin can be represented as a large polymeric 
network that assumes either a positive or negative charge in association with 
small, dissociable counterions of opposite charge. 


The exchange between a negatively charged bacterial cell and a positively 
charged ion-exchange resin is shown in Eq. (5.8) 


f I RaIn I R 


H-C-COO-H++cnH3C)3N+-R'-H-C-~OO--N+(H C) -R'+H+CI- (5.8) 
, I I I 3 :5 


*'2 NH2 


Surface of Bacterial 
CellI 


Rnln 
R I 0 I R 0 
I " If I I 


H,-1-COO- H,++M2++R -fl-O-H+-H-1-COO-M2+ o-r-R"+2(H+,cn . (5.9) 


. NH2. 0 NH2 0 


Surface of Bacterial 
Cell 


Cation exchange between a negatively charged bacterial cell and a negatively 
charged (cation) ion-exchange resin is possible if a multivalent cation, M2+, 
can act as a bridge between the cell charge and the cation, as shown in 
Eq. (5.9). 
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Since in dealing with soil pollution problems we must consider also the fate 
of pathogens in the soil media, ~he understanding of the adsorption of mi­
croorganisms on soil aggregates is absolutely necessary. 


Negative adsorption. When a charged solid surface faces an ion - of like 
charge - in an aqueous suspension, the ion is repelled from the surface by 
Coulomb forces. This phenomenon is called negative adsorption. The Cou­
lomb repulsion produces a region in the aqueous solution that is relatively 
depleted of the anion and an equivalent region far from the surface that is 
relatively enriched. Sposito (1984) characterized this strictly macroscopic 
phenomenon quantitatively through the definition of the relative surface excess 
of an ion, i, in a suspension: 


d w) =- ni - Mwmi (5.10) 
1 S' 


where ni is total moles of ion i in the suspension per unit mass of solid, Mw is 
the total mass of water in the suspension per unit mass of solid, mi is the 
molality of ion i in the supernatant solution, and S is the specific surface area 
of the suspended solid. Thus rfw) is the excess moles of the ion (per unit area of 
suspended solid) relative to an aqueous solution containing Mw kilograms of 
water and the ion at molality mi. 


If an anion approaches a charged surface, it is subject to attraction by 
positively charged sites on the surface, or repulsion by negatively charged ones. 
Since clay minerals in soils are normally negatively charged, anions tend to be 
repelled from the mineral surfaces. If a dilute neutral solution of KCl, for 
example, is added to a dry clay, the equilibrium Cl- concentration in the bulk 
solution will be greater than the Cl- concentration in the solution originally 
added to the clay. This process, occurring when an anion is added to a dry 
colloid with no adsorption capacity for the anion at the prevailing pH, is called 
negative adsorption, and is related to the unequal ion distribution in the diffuse 
double layer charged colloids. Anion negative adsorption is affected by the 
anion charge, concentration, pH, the presence of other anions, and the nature 
and charge of the surface. Negative adsorption decreases as the soil pH de­
creases, and when anions can be adsorbed by positively charged soils or soil 
colloids. The greater the negative charge of the surface, the greater is the anion 
negative adsorption. Acidic toxic organic compounds in their anionic form are 
expected to be repelled by negatively charged clay surfaces. Some of the soil 
clays, amorphous materials, also have some pH-dependent positive charge at 
low pH values. Stiil, under such conditions, most acidic organics are in the 
molecular form in the soil, so that significant adsorption by formation of 
anionic bonds is improbable. 
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5.1.2 Adsorption of Nonionic Pollutants 


The adsorption of nonionic pollutants on the soil solid phase surfaces is sub­
jected to a series of mechanisms such as protonation, water bridging, cation 
bridging, ligand exchange, hydrogen bonding, and van der Waals interactions. 
In this class of pollutants are hundreds of compounds belonging to chemically 
different groups, such as chlorinated hydrocarbons, organophosphates, car­
bamates, ureas, anilines and anilides, amides, etc. The great differences be­
tween the properties of these groups and among compounds within a group, 
which are reflected in the variability of the adsorption mechanism. That has 
been demonstrated for all the nonionic orgalfic compounds, is the predominant 
role of the soil organic colloid in the adsorption process. Details of nonionic 
pollutant adsorption on soils and clays can be found in the reviews of Mort­
land (1970), Calvet (1989), Hassett and Banwart (1989), Hayes and Mingelgrin 
(1991), in the books of Theng (1974) or edited by Greenland and Hayes (1981) 
or Saltzman and Yaron (1986). Here, we will give only a general view of the 
mechanism involved in the process. 


Hassett and Banwart (1989) consider that the sorption of nonpolar organics 
by soils is due to enthalpy-related and entropy-related adsorption forces. They 
consider that sorption occurs when the free energy of the sorption reaction is 
negative: L\G = L\H - T L\S with L\G < O. The free energy of a sorption reaction 
can be negative because of either enthalpy term, the entropy term, or con­
tributions from both. The enthalpy term is primarily a function of the differ­
ence in the bonding between the adsorbing surface and the sorbate (solute) and 
that between the solvent (water) and the solute. The entropy term is related to 
the increase or decrease in the ordering of the system upon sorption. 


For a chemical reaction at equilibrium, the free energy (L\G) can be calcu­
lated from the equilibrium constant (K). The enthalpy change (L\H) can be 
calculated from the variation of K with temperature, and L\S calculated as the 
difference: 


L\S = (L\H - L\G)jT 


1. Enthalpy-related adsorption forces include the following processes: 
Hydrogen bonding which refers to the electrostatic interaction between a 


hydrogen atom covalently bound to one electronegative atom (e.g., oxygen) 
and to another electronegative atom or group of atoms in a molecule. The 
hydrogen atom may thus be regarded as a bridge between electronegative 
atoms. Generally, this bonding is conceived of as an induced dipole phenom­
enon. The H bond is considered, generally, as the asymmetrical distribution of 
the first electron of the H atom induced by various electronegative atoms. 


Ligand exchange processes involve replacement of one or more ligands by 
the adsorbing species. In some instances the ligand exchange processes can be 
regarded as condensation reactions (e.g., between a carboxyl group and a 
hydroxy aluminum surface). Under some conditions, ligand exchange reactions 
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are very likely to be involved when humic substances interact with the clay 
material. 


Protonation mechanisms include a Coulomb-electrostatic force resulting 
from charged surfaces. The development of surface acidity by the solid surface 
of the soils offers the possibility that solutes having proton-selective organic 
functional groups can be adsorbed through a protonation reaction. 


nBonds occur as a result of the overlapping of n orbitals when they are 
perpendicular to aromatic rings. This mechanism can be used to explain the 
bonding of alkenes, alkylenes, and aromatic compounds to soil organic matter. 


London-van der Waals forces are generally multipole (dipole-dipole or di­
pole-induced dipole) interactions produced by correlation between fluctuating 
induced multipole (principal dipole) moments in two nearly uncharged polar 
molecules. Despite the fact that the time-average induced multipole in each 
molecule is zero, the correlation between the two induced moments does not 
average zero. As a result, an attractive interaction between the two is produced 
at very small molecular distances. 


The van der Waals forces also include the dispersion forces that arise from 
correlations between the movement of electrons in one molecule and those of 
neighboring molecules. Under such conditions, even a molecule with no per­
manent dipole moment will form an instantaneous dipole as a result of fluc­
tuations in the arrangements of its electron cloud. This instantaneous dipole 
will polarize the charge of another molecule to give a second induced dipole, 
and this will result in a mutual dipole-dipole attraction. All molecules are 
subject to attraction by dispersion forces whether or not more specific inter­
actions between ions (or dipoles) occur. Although the momentary dipoles and 
induced dipoles are constantly changing positions, the net result is a weak 
attraction. Sposito (1984) pointed out that the van der Waals dispersion in­
teraction between two molecules is necessarily very weak, but when many 
groups of atoms in a polymeric structure interact simultaneously, the van der 
Waals components are additive. 


Chemisorption denotes the situation in which an actual chemical bond is 
formed between the molecule and the surface atoms. Hassett and Banwart 
(1989), covering this topic with regard to the adsorption of nonpolar com­
pounds showed that a molecule undergoing chemisorption may lose its identity 
as the atoms are rearranged, forming new compounds at the demand of the 
unsatisfied valences of the surface atoms. The enthalpy of chemisorption is 
much greater than that of physical adsorption. The basis of much catalytic 
activity at surfaces is that chemisorption may organize molecules into forms 
that can readily undergo reactions. It is often difficult to distinguish between 
chemisorption and physical sorption because a chemisorbed layer may have a 
physically sorbed layer upon it. 


2. Entropy-related adsorption force. This force, denoted as hydrophobic 
sorption (more generally solvophobic interaction), is the partitioning of non­
polar organics out of the polar aqueous phase onto hydrophobic surfaces in 
the soil where they are retained through dispersion forces. Figure 5.2 shows a 







Surface Adsorption 


p 


• • • 0 


0 0 
0 0 0 


0 
0 0 0 


0 0 0 
• f} 0 • • 0 • 


• • ~Iar molety~ar 
II SOIL MINERALS\\ 


SI-O-SI bands 


o NORMAL BULK WATER 
• WATER SOLVATING POLAR GROUPS 
• HIGHLY STRUCTURED WATER 


~ FORCES FAVORING SOLVATION 


.. FORCES OPPOSING SOLVATION 


109 


Fig. 5.2. Diagrammatic model of forces contributing to the sorption of nonpolar (hy­
drophobic) organics. (After Horvath and Meland~r 1978 in Hassett and Banwart 1989) 


diagrammatic model of the forces contributing to the sorption of hydrophobic 
organics. The major feature of hydrophobic sorption, is the weak interaction 
between the solute and the solvent. The primary force in hydrophobic sorption 
appears to be the large entropy change resulting from the removal of the solute 
from solution. The entropy change is largely due to the destruction of the 
cavity occupied by the solute in the solvent and the destruction of the struc­
tured water shell surrounding the solvated organic. The hydrophobic surfaces 
in soils are essentially present in the soil organic matter, but may also be 
-Sj-O-Sj bonds at mineral surfaces, which have their isomorphic substitutions 
located in the octahedral sheet of the layer. 


Hydrophobic sorption, being an entropy-driven process, provides the major 
contribution to sorption of hydrophobic pollutants on soil surfaces. 


5.1.3 Adsorption of Complex Mixtures 


A system characterized by the presence of multiple solutes and multiple sol­
vents has been termed a complex mixture (Rao et al. 1989). Since soil pollution 
under a waste disposal site generally occurs as complex mixtures, an under­
standing of the adsorption process in these conditions is required. In general, 
this situation mainly involves organic pollutants, and the sorption might occur 
from complex solvents containing partially miscible or completely miscible 
organic solvents. 
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Rao et al. (1985) proposed a theoretical approach, based on the pre­
dominance of solvophobic interactions, for predicting sorption of hydrophobic 
organic chemicals from mixed solvents, They showed that 


(5.11) 


where 


Ui = [(L\Yi HSA/(kT)) 


K is the sorPtion coefficient (moles solvent kg-1 sorbent) with the superscripts 
wand m indicating values for sorption from water and mixed solvents, 
respectively; Ui is a dimensionless term unique to each solvent-sorbate com­
bination; L\Yi is the differential interfacial free energy (J nm-2) at the solvent­
sorbate interface; HSA is the sorbate hydrocarbonaceous surface area (nm2); k 
is the Boltzmann constant (J/K); T is the thermodynamic temperature (K); fi is 
the volume fraction of the i-th consolvent; and (Xi is an empirical constant. 


Equation (5.11) suggests that with increasing volume fraction (fi) of a 
completely miscible organic solvent in a binary mixed solvent, the hydrophobic 
organic solvent sorption coefficient (Kffi) decreases exponentially; this is based 
on the assumption that solubility and sorption coefficient are inversely related. 


When the hydrophobic organic compound is adsorbed onto soils, from a 
multiphasic (water and organic) solvent, the liquid-ligand partitioning of the 
compound and its adsorption by the soil directly from the aqueous phase 
should be considered. This behavior is explained by the fact that in unsaturated 
and saturated soils, water is likely to be the wetting phase. In this case, the 
wetting phase will completely or partially coat the soil surface, increasing its 
sorbing capacity due to the fact that the wetting phase will serve as additional 
sink. 


A special case is that of multisorbate mixture adsorption from aqueous 
solutions. Rao et al. (1989) showed that for hydrophobic organics at least four 
mechanisms of adsorption should be considered. The first mechanism involves 
the sorption of the neutral molecular species from the aqueous phase; this is 
similar to hydrophobic sorption. A second mechanism of interest comprises the 
specific interactions of the dissociated (ionic) species with various functional 
groups on the sorbent surface. Several models that have been developed for 
predicting the ion exchange of inorganic ions may be useful in predicting this 
type of sorption. A third sorption mechanism, known as molecular ion pairing, 
involves the transfer of the organic ions, together with inorganic counterions, 
from the aqueous phase to the organic surface phase. A fourth mechanism 
involves the transfer of the organic ions from the aqueous phase to the organic 
surface, with the counterions remaining in the electric double layer of the 
aqueous phase. While all these mechanisms are plausible, further research is 
needed to explicitly define and describe the sorption processes involved. The 
relative contribution of each of these mechanisms will depend upon: (1) the 
extent of compound dissociation as a function of pKa and solution pH; (2) the 
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ionic charge status of the soil as a function of the pH and of the point of zero 
net charge; and (3) the ionic strength and composition of the aqueous phase. 


5.1.4 Adsorption Isotherms 


It was shown that adsorption is the process leading to a net accumulation of a 
compound at the interface of two contiguous phases. In our case, the adsorbent 
is the soil solid phase and the sorbate can be in a gaseous or a liquid phase (as a 
solute). The adsorption data should be considered as valid only when an 
equilibrium state has been achieved under controlled environmental condi­
tions. 


When the measured adsorption data are plotted against the concentration 
value of the adsorbate at equilibrium, a graph is obtained called the adsorption 
isotherm. A useful relationship between the shape of the adsorption isotherm 
and the adsorption mechanism for a solute-solvent adsorbent system is based 
on the classification of Giles et al. (1960) as follows: 


The S-curve isotherm is characterized by an initial slope that increases with 
the concentration of a substance in the soil solution. This suggests that the 
relative affinity of the soil solid phase for the solute at low concentration is less 
than the affinity of the soil for the solvent. 


The L-curve isotherm is characterized by an initial slope that does not in­
crease with the concentration of the substance in the soil solution. This be­
havior points out the high relative affinity of the soil solid phase at low 
concentration and a decrease of the free adsorbing surface. 


The H-curve isotherm is characterized by a large initial slope which indicates 
the high affinity of the soil solid phase for the adsorbate. 


The C-curve isotherm exhibits an initial slope that remains independent of 
the substance concentration in the solution under the possible experimental 
condition. This type of isotherm looks like a constant partitioning of a solute 
between the solvent and the adsorbing surface. It may be due to a proportional 
increase of the adsorbing surface as the surface excess of an adsorbate increase. 


Depending on their molecular properties and the properties of the solvent, 
both inorganic and organic pollutants exhibit adsorption isotherms fitting one 
of Giles' isotherm classifications. Giles' adsorption isotherms for organic toxic 
compounds are illustrated in Fig. 5.3. These isotherms can describe the ad­
sorption mechanism of potentially toxic organic compounds as controlled by 
the properties of the adsorbent, properties, and concentration of the solute, 
and characteristics of the solvent. 


Weber and Miller (1989), summarizing the published data on 230 adsorp­
tion isotherms for adsorption from aqueous solution, found the following 
distribution in the Giles classification: 16%S-group, 64% L-group, 12% H­
group, and 8% C-group. The fact that L-type isotherms are the most common 
for the sorption of organic chemicals on soils and soil materials might be 
explained by the fact that soils are heterogeneous mixtures of adsorbents, each 
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Fig. 5.3. Examples of adsorption isotherms. S-type aldrin on oven-dry kaolinite from 
aqueous solution. L-type parathion on oven-dry attapulgite from hexane solution. H­
type methylene blue at pH 6 on montmorillonite from aqueous solution. C-type para­
thion on clay soil (RH = 50%) from hexane solution 


of which sorbs the organic chemicals to a different extent. The adsorbing soil 
may affect the type and the slope of the adsorption isotherm. Weber et al. 
(1986) pointed out the case of fluoridone, which exhibits an S-type sorption 
isotherm on soils with low organic matter content and high montmorillonite 
content, a!1d an L-type sorption isotherm on soils with moderate organic 
matter content and mixed mineralogy. 


The mathematical description of these isotherms almost invariably involved 
adsorption model described by Langmuir, Freundlich, or Brunauer, Emmett 
and Teller (known as the BET-model). Typical adsorption isotherms as de­
scribed by the above models are shown in Fig. 5.4. 


The Langmuir equation, derived to describe the adsorption of gases on so­
lids, assumes that the adsorbed entity is attached to the surface at definite 
homogeneous localized sites, forming a monolayer. It is also assumed that the 
heat of adsorption is constant over the entire monolayer, that there is no lateral 
interaction between the adsorbed species, that equilibrium is reached, and that 
the energy of adsorption is independent of temperature. The Langmuir equa­
tion is: 


X KCb Kb 
m = 1 + KC = t + K ' 


(5.12) 


where C is the equilibrium concentration of the adsorbate, xlm is the mass of 
adsorbate per unit mass of adsorbent, K is a constant related to the bonding 
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Fig. 5.4a-c. Typical adsorption isotherms described by 
the a Langmuir, b Freundlich, and c BET equations 


strength, and b is the maximum amount of adsorbate that can be adsorbed. 
The best way to determine these parameters is to plot the distribution coeffi­
cient (~), which is the ratio between the amount adsorbed per unit mass of 
adsorbent (xlm), and the concentration in solution (C) 


K _xlm 
d - C . (5.13) 


If we multiply Eq. (5.12) by I/C+ K and solve for Kd, we can observe that the 
Langmuir equation becomes linear and is expressed as 


~=bK-Kxlm . (5.14) 


If a straight line is obtained when Kd is plotted against xlm, the Langmuir 
equation is numerically applicable. The observation of a straight line is not a 
proof of Langmuir adsorption, since complex precipitation reactions, which 
occur in particular cases, are depicted by the same type of curve (Veith and 
Sposito 1977). Corrections have been introduced to the Langmuir equation, in 
the course of time, to overcome the problems of heterogeneous sites, coupled 
adsorption-desorption reactions and adsorption of trace elements (organic and 
inorganic) on soils. 
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The Freundlich equation was empirically derived to allow for the logarithmic 
decrease in adsorption energy with increasing coverage of the adsorbent sur­
face. Freundlich found that adsorption data for many dilute solutions could be 
fitted by the expression 


(5.15) 


where K and n are empirical constants and the other terms are defined above. 
The Freundlich equation can, however, be derived theoretically by assuming 


that the decrease in energy of adsorption with increasing surface coverage is 
due to the surface heterogeneity (Fripiat et al. 1971). 


The linear form of the Freundlich equation is: 


10gX/m = l/nlogC + 10gK . (5.16) 


The main limitation of the Freundlich equation is the fact that it does not 
predict a maximum adsorption capacity. However, in spite of its limitations, 
the Freundlich equation is widely used for describing pollutant adsorption on 
the soil solid phase. 


The BET equation describes the phenomenon of multilayer adsorption 
which is characteristic of physical or van der Waals interactions. In the case of 
gas adsorption, for example, multilayer adsorption merges directly into ca­
pillary condensation when the vapor pressure approaches its saturation value 
and often proceeds with no apparent limit. The BET equation has the form 


(5.17) 


where P is the equilibrium pressure at which a volume V of gas is adsorbed; Po 
is the saturation pressure of the gas; V m the volume of gas corresponding to an 
adsorbed monomolecular layer, and Ch is a constant related to the heat of 
adsorption of the gas on the solid in question. If a plot of P /[Po - P] against 
P /Po results in a straight line, the effective surface area of the solid can be 
calculated after V m has been determined, either from the slope of the line 
(C - 1)/VmC, or from the intercept, I/VmC. 


5.1.5 Kinetics of Adsorption 


For a long time it has been observed that the adsorption of pollutants on the 
soil solid phase is not necessarily instantaneous. The study of sorption from a 
kinetic perspective can lead to a better understanding of the mechanism of the 
process. Details of the kinetics of soil chemical processes can be seen in a book 
by Sparks (1989) and in Pignatello's (1989) review. Boyd et al. (1947) showed 
that the ion exchange process is diffusion-controlled and that the reaction rate 
is limited by mass transfer phenomena that are either film (FD)- or particle 
diffusion (PD)-controlled. 
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In the case of soil cation exchange, charge-compensation cations are held in 
the soil solid phase as follows: within crystals in interlayer positions (mica and 
smectites), in structural holes (feldspars), or on surfaces in cleavages and faults 
of the crystals and on external surfaces of clays, clay minerals, and organic 
matter. 


Cations held on external surfaces are immediately accessible to the soil 
solution. Once removed to this phase, they move to a region of smaller con­
centration. This movement is controlled by diffusion and the diffusion co­
efficient (D) through soil can be calculated using the Nye and Tinker (1977) 
development which shows that 


D = Deef dCsolution , 
dCsol 


(5.18) 


where De is the diffusion coefficient in water, e the water content of the soil, f 
is the "impedance" factor related to soil tortuosity, and C the cation con­
centration in the soil and in the solution (mass/volume). The last term re­
presents the buffer capacity of the system and it is a specific constant for the 
soil. Two cation exchange properties are involved: the number of exchange 
sites occupied by the cation investigated and the selectivity of the cation re­
lative to the concentration of the exchanging cation. 


Cations held on the external surfaces of clays exhibit a quite rapid diffusion 
process, but are subject to an additional restriction compared with the first 
category, due to the fact that the arrival rate of in going cations at the exchange 
site is much slower than the release rate of the outgoing cations. The rate­
controlling step is the influx of exchanging cation to negatively charged sites. 
Sparks (1986) defined the following concurrent processes which take place for 
Na+ and K+ exchange in vermiculite: (1) diffusion of Na+ ions with Cl­
through the solution film that surrounds the vermiculitic particles (FD); (2) 
diffusion of Na+ ions through a hydrated interlayer space of the vermiculite 
particle (PD); (3) chemical reaction exchange ofNa+ ions for K+ ions from the 
particle surface (CR); (4) diffusion of displaced K+ ions through the hydrated 
interlayer space of the vermiculite particle (PD); and (5) diffusion of displaced 
K+ ions with Cl- through the solution film away from the particle (FD). 


The Weber diagram (Fig. 5.5) shows the rate-determining steps in a het­
erogeneous soil system. For actual chemical reaction exchange to occur, ions 
must be transported to the active fixed sites of the particles. The film of water 
adhering to and surrounding the particle, and the hydrated interlayer spaces in 
the particle, are both zones of low concentration which are constantly being 
depleted by ion adsorption to the sites. The decrease in concentration of ions in 
these interfacial zones is then compensated by ion diffusion from the bulk 
solution. Thus, in most soil and soil-constituent systems, either PD and/or FD 
may be rate-limiting. 


The characteristic period of ion exchange in soils ranges from a few seconds 
to days; this is due to the properties of inorganic and organic constituents of 
the soil solid phase, on the one hand, and to the properties of the pollutants -
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ion charge and radius - on the other. The slowly exchangeable cations are 
situated on exchange sites in interlayer spaces of the soil minerals (e.g., mica), 
or in cages and channels of soil organic matter and exchange out into solution 
by diffusive flux. Ion exchange occurs when a driving force, such as a chemical 
potential gradient, is maintained between solid and solution or when access to 
sites is freely maintained by the use of a hydrated and less preferred cation for 
exchange. 


As was previously shown, in the case of most organic nonionic compounds 
of interest, e.g., environmental contaminants, the driving force for adsorption 
consists of entropy changes and relatively weak enthalpic (bonding) forces. 
Hydrophobic bonding to the soil organic phase may be the most important 
interaction for neutral molecules. The sorption of these molecules by soils has 
generally been characterized by an initial rapid rate followed by a much slower 
approach to an apparent equilibrium. The initialreaction(s) have been asso­
ciated with diffusion of the organic toxic compounds to and from the surface of 
the sorbent, while the slower reaction(s) have been related to particle diffusion 
control of the movement of molecules into and out of micropores of the sor­
bent. Diffusion will be seen to be an important factor determining the release of 
pollutants (see Chap. 6). 


5.1.6 Factors Affecting Adsorption 


The adsorption process (mechanism, extent, and rate) is controlled by en­
vironmental factors such as soil constituents, soil moisture content, and tem­
perature. 
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Fig. 5.5. Rate-determining steps in heterogeneous soil systems. (Weber 1984) 
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Independently of the molecular properties of the pollutants, the soil con­
stituents form a major factor in controlling the adsorption process. The type of 
clay mineral, for example, has significant effect on both rate and extent of 
adsorption, mainly for cations. 


All soil components contribute in some measure to cation exchange, but the 
extent and nature of the contribution could be altered by pH, soil-water 
complexes, and the electrolytes in the soil solution. At the same time, all soil 
constituents, each one in a different manner, contribute to the surface ad­
sorption of nonpolar compounds, but this adsorption is much affected by the 
shape and size of the adsorbed molecule. 


The mineralogical composition of the soil is one of the major factors in 
defining the rate and extent of the ion exchange and this is related to the 
structural properties of the clay materials. In the case of kaolinite, the tetra­
hedral layers of adjacent clay sheets are tightly held by hydrogen bonds and 
only planar external surface sites are available for exchange. In the case of 
smectite (montmorillonite), clay particles are able to swell, if there is adequate 
hydration, following a rapid passage of ions into the interlayer space. The 
vermiculite mineral is characterized by a more restructured interlayer space 
since the region between layers of silicate is selective for certain types of cations 
such as K+ or NHt (Sparks and Huang 1985). 


Cation exchange is also affected by the particle size fractions of soil. It has 
been observed, for example, that of the total Ca-Na content of a sand layer, 
90% comprises particles of 0.12-0.20 mm and only 10% on the 0.20-0.50-mm 
sand fraction (Kennedy and Brown 1965). Similar behavior was observed on 
silt materials. The exchange rate (Ba-K) on medium and coarse silt, for ex­
ample, has been found to diminish with increasing particle size. The low ex­
change rate in the coarse fraction was explained by a slow diffusion of ions into 
the particle (Malcolm and Kennedy 1970). 


Carboxyl and phenolic hydroxyl functional groups contribute most to the 
cation exchange capacity of humus. Uranic acids in polysaccharides and the 
acidic amino acids (e.g., aspartic and glutamic acids) and carboxy-terminal 
structures in peptides can contribute to the negative charge and CEC of soil 
organic matter under appropriate pH conditions. The basic amino acids lysine, 
arginine, and histidine are positively charged at pH = 6.0, and these, as well as 
the amino terminal groups in peptides and polypeptides, can be expected to be 
the principal contributors to positive charges in soil organic materials, in the 
appropriate pH environment (Talibuden 1981). 


The cation exchange capacity (CEC) of the organic-mineral complexes is 
less than the sum of those of the two components. The reduction of the cation 
exchange capacity of the organic-mineral complexes is due in great part to the 
changes in the properties of humic substances. 


A considerable contribution to the understanding of the relative importance 
of the roles of mineral and organic colloids on organic pollutant adsorption 
was made through studies with separated soil fractions and well-defined model 
materials. One approach was the study of adsorption by isolated soil fractions 
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(e.g., humic acid, clay); another was the comparison of adsorption before and 
after organic matter removal from soil samples. The second approach was used 
by Saltzman et al. (1972) to assess the relative importance of soil colloids in 
parathion uptake. Although the removal of organic matter from soils by oxi­
dation with hydrogen peroxide could affect the properties of the adsorbent, the 
results obtained may be considered to provide qualitative information about 
the role of the properties of the adsorbent. These results emphasize that 
parathion has a greater affinity for organic adsorptive surfaces than for mineral 
ones. However, the important finding suggested in this type of work is that 
adsorption was dependent on the type of association between organic and 
mineral colloids, which determines the nature and the magnitude of the ad­
sorptive surfaces (Gaillardon et al. 1977). 


Using model materials, the behavior of montmorillonite, humic acids, and 
their mixtures as adsorbents was studied for terbutryn, a herbicide of the s­
triazine group. In contrast to the parathion case, the picture obtained from this 
work is complicated by the pH-dependence of adsorption, because terbutryn is 
a weakly basic compound that could protonate and be adsorbed as a cation. In 
a slightly acid medium (PH 5.6-6.0), the humic acids were the main adsorbent, 
but a decrease in pH increased the adsorption by the clay fraction and by the 
clay-humic acid mixtures. It is suggested that in acid conditions the mixtures 
have a synergistic effect on acsorption. A hysteresis in desorption was observed 
for the humic acids and the mixtures, but not for the clays (see Chap. 6). This 
work also pointed out that the organic material-mineral colloids relationship, 
rather than isolated parameters, must be considered in the assessment of the 
adsorption of organic pollutants by soils. 


Although the importance of organic matter in organic pollutants adsorption 
has been well established, the properties of the organic colloids which are 
relevant to adsorption have not yet been thoroughly characterized. The 
available information shows that these properties could be: the proportions of 
humic acid, fulvic acid, and humin; the presence of active groups such as 
carboxyl, hydroxyl, carbonyl, methoxy, and amino; and high cation exchange 
capacity and surface area (Weed and Weber 1974; Burchill et al. 1981). 


In contrast to the organic matter, the role of mineral colloids (mainly the 
clays) as adsorbents for toxic organics, has been studied intensively. The main 
properties affecting the adsorptive capacity of clays are considered to be the 
available surface area and the cation exchange capacity, as well as the satur­
ating cation, the hydration status, and the surface acidity, which is related to 
the two preceding properties and to the clay structure (Greenland 1965). The 
degree of pesticide adsorption from aqueous solutions by clays is variable, with 
a general trend of increasing adsorption as we progress from nonionic, non­
polar molecules to more polar pesticides, weak bases, and cationic compounds. 


Although amorphous oxides and hydroxides of iron, aluminum, and silica 
can adsorb pesticides, very little information concerning this interaction is 
available. Al and Fe hydroxides, adsorbing mainly pesticides, increase the 
adsorptive capacity of montmorillonites (Terce and Calvet 1977). Huang et al. 
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(1984) studied the relative importance of organic matter, sesquioxides, and 
different particle size fractions of soils in the adsorption of atrazine. They 
found that aluminum, iron oxides, and probably other mineral compounds 
present in soil fractions ranging from clay to sand provided adsorption sites for 
atrazine. The removal of aluminum and iron oxides from soils significantly 
decreased the amount of atrazine adsorbed and changed the adsorption ki­
netics. However, the amount of extractable Al and Fe in the different particle­
size fractions was not proportional to the extent of adsorption, suggesting that 
different forms of sesquioxides could have different reactivities for atrazine. 
The adsorption capacity of sesquioxide components was attributed to their 
high specific surface area and proton donor functional groups. 


In addition to the properties of soil components, the soil environment in­
fluences the distribution of synthetic organic chemicals among the soil phases. 
The environment of a specific soil is determined not only by its intrinsic 
properties, but also by external factors, especially climatic conditions and 
agricultural practices. These factors affect the extent and timing of changes in 
the soil environment. 


The soil moisture content affects adsorption in several ways, (Calvet 1984). 
Pesticides, for example, are usually transported to the adsorbing surfaces by 
water. The moisture content determines the accessibility of the adsorption sites, 
and water affects the surface properties of the adsorbent. Toxicity and chemical 
analyses of DDT, gamma-BHC, and dieldrin applied on mud blocks showed 
that bioactivity closely followed any changes in humidity, that the rate of 
diffusion of the insecticides into the mud blocks increased with humidity, and 
that the insecticides sorbed were reactivated by increased moisture content. 
The explanation for this behavior is that there is competition for adsorption 
sites between water and these nonionic pesticides. Preferential adsorption of 
the more polar water molecules by the mud blocks hindered insecticide ad­
sorption at high humidity; the competition was less at low moisture contents, 
so that there was increased insecticide adsorption. The insecticides sorbed 
under low humidity conditions were des orbed when humidity increased, 
thereby increasing their diffusion both to the surface and into the mud blocks. 
Negative relationships between pesticide adsorption and soil moisture content 
have often been reported (e.g., Ashton and Sheets 1959; Yaron and Saltzman 
1978). 


Studies of pesticide-clay-water systems have been remarkably useful for 
achieving an understanding of the effect of water on pesticide adsorption 
(Green 1974; Burchill et al. 1981). Although the hydration of clays and the 
properties of adsorbed water are not yet fully understood, it is generally ac­
cepted that water molecules are attracted by the clay surfaces, mainly by the 
exchangeable cations, and form hydration shells. Adsorbed water provides 
adsorption sites for pesticide molecules. An important feature of water asso­
ciated with clay surfaces is its increased dissociation, giving the surfaces a 
slightly acidic character. Generally, a negative relationship exists between the 
surface acidity of clays and their water content. 
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The effect of hydration of the soil organic matter in relation to pesticide 
adsorption has been studied less. It has been suggested that hydration influ­
ences the molecular shape of humic substances, and thus accessibility for 
pesticides. Strong, sometimes irreversible, retention of pesticides by hydrated 
humic substances could be explained by the penetration and trapping of pes­
ticides into the internal structure of the swollen .. humic substances. The hy­
drated exchangeable cations and some dissociated functional groups, as well as 
water held by various polar groups of the humic substances, could also provide 
adsorption sites. At low moisture contents, the hydrophobic portions of the 
organic matter structures could bind hydrophobic, nonionic pesticides 
(Burchill et al. 1981). 


As the adsorption processes are exothermic, changes in soil temperature 
could have a direct effect on the phase distribution of pesticides. Adsorption 
usually increases as the temperature decreases, and desorption is favored by 
increasing temperature. Temperature could indirectly influence adsorption by 
its effect on pesticide-water interactions. The complex relationship among 
adsorbent, adsorbate and solvent, as affected by temperature was described by 
Mills and Biggar (1969). The adsorption of lindane (l,2,3,4,5,6-hexachloro­
cyclohexane) and its beta-isomer by a peaty muck, a clay soil, Ca-bentonite, 
and silica gel decreased as the temperature of the systems increased. The au­
thors suggested that this adsorption-temperature relationship reflects not only 
the influence of energy on the adsorption process, but also the change in 
solubility of the adsorbate. The activity, and hence the chemical potential, of a 
solute in solution is more or less dependent on its solubility, as affected by 
temperature and solvent. Mills and Biggar (1969), considered that changes in 
activity in solution are important, as the difference between the activity in 
solution and on the adsorbent is the driving force in the adsorption process. 
The authors assumed that the change in activity in solution with temperature is 
related to the change in the reduced concentration, which is the ratio between 
the actual concentration of the solute at a given temperature and its solubility 
at the same temperature. Adsorption isotherms obtained by using the reduced 
concentration showed, in contrast to normal adsorption isotherms, an increase 
in adsorption with increasing temperature, suggesting that the heat effect in­
volved in the adsorption process was mainly that involved in the solubility of 
the solute. Similar results, emphasizing the significant influence of temperature 
on adsorption through its solubility effect, have been obtained by Yaron and 
Saltzman (1978) for parathion adsorption by soils, and by Yamane and Green 
(1972) for atrazine and ametryne adsorption by soils and montmorillonite. 


5.2 Nonadsorptive Retention 


These processes have been somewhat neglected until now, despite the fact that 
they provide important mechanisms for pollutant retention in the soil medium. 
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5.2.1 Pollutant Precipitation 


If adsorption was defined as a net accumulation at an interface, precipitation 
can be defined as an accumulation of a substance to form a new bulk solid 
phase. Sposito (1984), defining this process, showed that both of these concepts 
imply a loss of material from an aqueous solution phase, but one of them is 
inherently two-dimensional and the other inherently three-dimensional. The 
chemical bonds formed in both cases can be very similar, and mixed pre­
cipitates can be inhomogeneous solids with one component restricted to a thin 
outer layer because of poor diffusion. In soils, the problem of differentiating 
adsorption from precipitation is made especially severe by the facts that new 
solid phases can precipitate homogeneously onto the surfaces of existing solid 
phases and that weathering solids may provide host surfaces for the more 
stable phases into which they transform chemically. 


Precipitation takes place when the solubility limits are reached and it hap­
pens on a micro scale between and within soil aggregates. In the presence of 
lamellar charged particles with impurities, precipitation of cationic pollutants, 
for example, might occur even at concentrations below saturation with respect 
to the theoretical solubility coefficient of the solvent. The precipitation is never 
complete and the precipitates have their own solubility products, and thus ions 
are always present in the supernatant liquid. 


Heavy and transition metals, for example, are present as hydrated cations in 
water at neutral pH values and at this stage they behave like acids, due to water 
molecule dissociation in the hydration shell of the cation. The "acidity" of 
hydrated cations depends on the pKa, values of which are presented in Table 
5.2. From the data presented in Table 5.2, it can be deduced that the lower the 
pKa value of the metal the lower will be the pH at which precipitation takes 
place. 


There is a relationship between the solubility of a metal in water, the 
amount of precipitation, and the pH. Sposito (1984) demonstrates, however, 
that an observation, according to which an ion activity product in, a soil so­
lution is larger than the corresponding solubility product constant, is not prima 


Table 5.2. pKa values of the major heavy metal 
pollutants. (de Boodt 1991) 


Heavy metal pKa 


Cd2+ 8.7 
Co2+ 8.9 
Cr2+ 6.5 
Cu2+ 6.7 
Mn2+ 10.6 
Ni2+ 8.9 
Pb2+ 7.3 
Zn2+ 7.6 
Fe3 + 3.0 
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facie evidence of precipitation. Consider a solid which precipitates according to 
the reverse of the reaction 


(5.20) 


where M is a metal and L is a ligand that precipitates to form the solid 
MaLb(S), and a and b are stoichiometric coefficients subject to the constraint of 
electro neutrality. The ion activity product (lAP) can be larger than the cor­
responding solubility product constant for the solid if the activity of the solid is 
greater than unity, which might occur when the precipitate comprises particles 
of radius < 1 Jlm. Sposito (1984) explains the behavior of heavy and transition 
metals by the fact that the surface energy of these very small particles is large 
enough to contribute importantly to the Gibbs energy of the precipitate and, 
therefore, to increase its activity relative to that in the standard state, where the 
interfacial energy component of the Gibbs energy is, by definition, negligible. 
An additional process of precipitate formation could occur in the presence of 
nucleating agents when the rate of heterogeneous precipitation from a super­
saturated soil solution is large, and the mechanism is solid formation. 


5.2.2 Trapping 


Trapping is an additional form of nonadsorptive retention of pollutants in soils 
and occurs in the case of water-immiscible fluid compounds or of pollutants 
adsorbed on suspended particles. 


The water-immiscible fluids hinder each other's transport in the soil pore 
space until a minimum degree of saturation is reached. However, there are 
some cases where the soil pore geometry permits the flow of the nonwetting 
fluid at a level greater than the degree of saturation, leaving behind an enclave 
of water-immiscible liquid. The trapped immiscible liquids will remain in the 
unsaturated zone for an indefinite time (Schwille 1984), serving as a source of 
contamination which will decrease in magnitude as a result of abiotic processes 
such as volatilization or dissolution in the water phase. The dominance of 
c;apillarity explains the capillary trapping of organic liquid in water-wet porous 
media previously saturated with water. The trapped organic liquid remains 
behind as small, immobilized, disconnected pockets of liquid, sometimes called 
blobs or ganglia, no longer connected to the main body of organic liquid. This 
condition is usually referred to as residual organic liquid saturation. The degree 
of soil saturation for an immiscible liquid can be expressed as the utilization of 
pore space by the liquid and air phases (Van Dam 1967; Schwille 1984) or as 
the organic liquid content of the medium in ml. 


If the organic liquid saturation is measured as the volume of organic liquid 
per unit void volume, measured over a representative elementary volume of the 
porous medium, we can write the expression 
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S _ Vorganic liquid 
0- , 


Vvoids 
(5.21 ) 


which is the fraction of the pore space occupied by the organic liquid. The 
subscript 0 indicates the organic liquid. 


The residual saturation at which the organic liquid becomes discontinuous 
and immobile is defined by 


S _ V discontinuous organic liquid 


or - Vvoids ' 
(5.22) 


where the subscript r indicates residual. In the saturated zone the water sa­
turation is given by 


Sw = 1.0 - So . (5.23) 


The extent of the trapping process is determined primarily by the physical 
properties of the vadose zone. If the organic liquids are characterized by a high 
boiling point and a low solubility in water, they will remain trapped in the 
unsaturated zone. In this particular case, the porous medium behaves like an 
inert material and the organic liquid's behavior depends only on its own 
properties, with no interactions occurring between the liquid and the solid 
phases. 


Pollutants - adsorbed on suspended particles - can also be retained in the 
soil pores by trapping, and thus create a source of future contamination of the 
soil medium. The origin of these contaminated suspended particles is the land 
disposal of water and wastewater, for irrigation or waste disposal. Vinten et al. 
(1983) proved that the vertical retention of contaminated suspended particles 
in soils is controlled by the soil porosity and pore size distribution. A schematic 
representation of the fate of a contaminated substance reaching the soil in 
suspension is presented in Fig. 5.6. 


Three distinct ways in which mass transfer of contaminant can occur are 
considered: 


1. As the contaminated suspension passes through the soil, the contaminant in 
solution is adsorbed by the soil. 


2. As a result of this, desorption of contaminant from the suspended solids 
(SS) phase occurs. 


3. As the suspension passes through the soil, deposition of particles occurs, 
taking the contaminant with it. 


The suspended solid particle size and the volume of effluent also have to be 
considered in defining the solid deposition along a soil profile under irrigation 
with sewage effluent (waste disposal site). The coarse fraction of suspended 
solids is retained in the upper layer of a soil profile; the finer colloidal fraction 
is mobile and its deposition is controlled by the soil porosity. When the dia­
meter of the suspended solids is greater than the diameter of the soil pores, the 
contaminated suspended solid is retained. 
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Fig. 5.6. Diagrammatic representation of transport of labeled suspension through soil. 
SS Suspended solids. (After Vinten et al. 1983) 


An additional form of trapping is the retention of pollutants on living or­
ganisms (e.g., roots, microbial population, earthworms, etc.) and on solid 
wastes dispersed on land. 


Living organisms have the capacity to adsorb chemicals on their surfaces 
and to release these wholly or partially when the living activity of their cells 
ceases. Vertically oriented earthworm burrows exist in many agricultural sites. 
Earthworm activity induces changes in the characteristics of the burrow walls, 
increasing the adsorption capacity of narrow surfaces around the walls forming 
enclaves of higher retention capacity for toxic organic molecules reaching the 
soil. A similar situation occurs when the toxic organic chemicals are adsorbed 
directly by the plant roots, leading to enclaves of higher concentration of 
pollutants along the root material. In both cases, the retention of pollutants on 
living organisms will be different from - usually greater than - that on the 
surrounding soil solid phase and should be considered as part of the soil spatial 
variability in defining the extent of pollution in the soil medium. 


Sludge and manure spreading have been generally accepted as a disposal 
practice on a particular soil that recycles beneficial plant nutrients. Other 
wastes with high adsorption capacities such as activated carbon from the food­
processing industry, and additional organic wastes of various origins, could be 
incorporated in soil during the disposal procedure. The adsorption of organic 
toxic molecules, in general, is much greater on these incorporated organic 
materials than on the soil solids, so that they form small enclaves of high 
pollutant concentration. 
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All the processes described above illustrate the importance of nonadsorptive 
retention of pollutants in spatially variable field conditions. 


5.3 Examples 


The following examples will illustrate some aspects of the adsorption and 
nonadsorptive retention of pollutants on soil solid phase, as affected by the 
properties of the chemicals and of the soil constituents, as well as by en­
vironmental factors such as soil moisture content and temperature. The ex­
amples are grouped according, not to their retention mechanism, but to their 
pollution hazard capacity. Considerations in the grouping include data on their 
adsorption on soil solid phase as the result of irrigation with sewage water or of 
the disposal of heavy metals and of crop protection by pesticide application. 


5.3.1 Pollutants Adsorption 


Cation exchange under irrigation with sewage saline water is the main process 
leading to the deterioration of soils as a result of an exchange process between 
Na+ from the irrigation water and the soil-saturating cations. When sodium­
containing water first flows through a soil, the relationship between the SAR of 
water and ESP of soil shows no significant correlation. Thomas and Yaron 
(1968), in a column experiment carried out on a series of Texan soils of dif­
fering mineralogy, proved that the total electrolyte concentration of the sodic 
water influenced the rate of sodium adsorption, but at equilibrium the ex­
changeable sodium percentage (ESP) in the soi:l was influenced more by the soil 
mineralogy and the cationic composition of the water than by the total elec­
trolyte concentration (Table 5.3). 


Table 5.3. Effect of irrigation water, SAR, and Na concentration in water on the ESP of 
soils of different mineralogy. (Thomas and Varon 1968) 


Soil Clay distributiona Clay mineralogy SAR Conc ESP 
<0.2 p, 2--0.2 p, <0.2 p, 0.2-2.0 p, mEq L-J 


Burleson 71 29 MJMi3K 3 M2Mi2K2Q2 28 11.0 18.9 
33.0 2004 


Houston 78 22 MJ M2K2Mi2Q2 28 11.0 16.0 
Black 33.0 16.0 


Miller 49 51 M JMi2K 3 M2Mi2K2Q2F3 28 11.0 25.8 
33.0 37.9 


Pullman 41 59 Mi2K2M2 Mi2K2Q2F3 28 11.0 31.3 
33.0 32.5 


a% of clay content 
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Fig. 5.7. Exchangeable sodium percentage along a burleson soil column as a function of 
the sodium adsorption ratio of the irrigation water. The values were obtained by per­
colating the soil columns with sodic water (total electrolyte concentration 11 mEq L -I). 
Each curve corresponds to a given applied volume of solution. (After Thomas and 
Yaron 1968) 


Typical data for the adsorption of sodium are shown in Fig. 5.7, which 
shows the results obtained on Burleson soil. Three synthetic solutions with a 
total electrolyte concentration of 11 mEq L -I and SAR values of 7.5, 14.0, and 
28.0 were passed through the soil column. At equilibrium the solution with 
SAR=7.5 gave an ESP of8.1, the solution with SAR=14.0 an ESP of 13.2 
and the solution with SAR=28.0 an ESP of 18.0. It can be seen from Fig. 5.7 
that the quantity of solution that had to be passed through columns of Bur­
leson soil in order to achieve a constant Na+ content in the entire profile 
increased with the SAR of the solution. In other words, for a given applied 
volume of solution, the greater the SAR the smaller is the depth where a 
constant ESP is achieved. For example: for a volume of 400 ml, the depth is 
between 9 and 10 cm, 5 and 6 em, and 3 and 4 em for SAR of 7.5, 14.0, and 
28.0, respectively. One hundl:ed ml of solution with an SAR of 7.5 gave a 
constant Na+ content for half the length of the column, whereas the solutions 
with SAR of 14.0 and 28.0 gave constant Na contents for less than 20% of the 
column length. 


Pesticide retention in soils is controlled by the molecular properties of the 
compound, by the soil constituents, and by environmental factors. 


Diquat and paraquat organocation pesticides are used to illustrate the ef­
fects of type of clay and of the resident inorganic cation on the clay surfaces on 
the adsorption of the chemicals. Table 5.4 shows the adsorption of these ca­
tionic pesticides by homoionic exchange in montmorillonite, vermiculite, illite, 
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0L-______ ~ ______ 4_ ______ ~ ______ ~ ______ ~ ______ ~ 


o 10 20 30 


EQUILIBRIUM SOLUTION CONCENTRATION (meq dm- 3 ) 


Fig. 5.S. Isotherms for the adsorption of diquat (II) and paraquat (III) by Na+ -mon­
tmorillonite. (After Hayes and Mingelgrin 1991) 


and kaolinite clays. It may be seen from these data that the cation can have a 
significant influence on the extent and the energetics of the adsorption pro­
cesses. The cation exchange capacities (CEC) of the clays can be seen to vary 
according to the nature of the resident cation. However, exchange of the re­
sident cations by both of the organocations was essentially complete in the 
cases of adsorption by the kaolinite, montmorillonite, and illite clays, although 
there was a slight preference for paraquat over diquat in the cases of the 
homoionic montmorillonite clays. These affinities were reversed in the cases of 
adsorption by the Na+ -vermiculite and illite clays. 


The isotherms were of the high-affinity type for the adsorption of the two 
organocations by all of the clays. Figure 5.8 shows the isotherms obtained for 
the adsorption of paraquat and diquat by Na+ -montmorillonite, and the 
shapes shown are characteristic also of those obtained for adsorption by 
kaolinite and illite. Adsorption by Na+ -vermiculite was also of the high-affinity 
type, but the isotherm was more rounded prior to the attainment of the plateau 
level. 


Considerable attention has been given to the adsorption of diquat and 
paraquat by humic acid. Hayes and Mingelgrin (1991), on the basis of data 
presented by Burns et al. (1973a,b), explain how the exchangeable cations on 
humic macromolecules can influence the adsorption of paraquat (Fig. 5.9). 
Adsorption decreased in the order Ca2+ -humate > H+ -humic acid > Na+­
humate. Adsorption by the Na+ -humate approached the cation exchange ca­
pacity of the polyelectrolyte. This can, in part, be explained by the preference 
of ion exchangers for mineral ions of higher valence. However, the abilities of 
the organocations to penetrate towards adsorption sites in the interior of the 
macromolecules was more important in this instance than considerations of 
valence. Adsorbed organocations bridged negative charges within strands and 
between strands, and the interstrand binding caused the macromolecules to 
shrink, water was excluded from the macromolecular matrix, and eventually 
precipitation of the paraquat -humate complex occurred. As was observed for 







Examples 


N 
I 
Q .. .. 
co .,. 
• :a. -b 
~~ 
;:a. " 
"b& 


c 


N 
I 
o .. 
I 
co .,. 
• :a. 


I') 


I 


2 .. .. co 
17 • :a. 
~ ... 
" ::J 


~ .,. 
:. " "b& 


c 


10 


8 


6 


4 


2 


0 
0 


12 


4 


3 


2 


o 


H+ -humic in woter 


o 
o 


(a) 


10 20 30 40 50 60 


paroquat (p.q dm x 10-3 ) 


• 
• • Co2+ -humot.ln wot.r 


• 
(b) 


A 
Co 2+ -humote in 0 .335 totCoCI2 


No+ -humote in woter 


No+ -humot. in NoCI 


(e) 


0.0 I 0.02 0.03 0.04 0.05 


paraquat ( tot • 2) 


129 


Fig. 5.9a~. Isothenns for the adsorption of paraquat (II) a by H+ -humic acid; b by Ca2-


humate in water and in O.335M CaCh solution, and c by Na+ -humate solutions in water 
and dilute NaCI solutions. (Bums et al. 1973a) 


Na+ - montmorillonite, uptake of paraquat by the Na+ -humate approached the 
CEC value of the polyelectrolyte. 


Adsorption by the Ca2+ - and H+ -exchanged humic acids was significantly 
less than the CEC of the preparations. Comparisons of the isotherms in 
Fig. 5.9a and b indicate that high-affinity adsorption of paraquat by the H+­
humic acid in water and by Ca2+ -humate in water were similar, and re-
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presentative of adsorption by readily available sites at or close to the exteriors 
of the macromolecular structures. The presence of CaCl2 depressed adsorption 
because of competition from the excess Ca2+ -ions in solution. The isotherms 
for the H+ - and Ca2+ - (in the absence of CaCh) systems show differences at the 
plateau levels of adsorption. 


The charge characteristics of many pesticides are pH-dependent. Some an­
ionic species are formed through dissociation of a proton, and cationic com­
pounds may be formed by the uptake of protons. Compounds with carboxylic 
acid groups are characteristic of anionizable compounds, although phenolic 
groups could give rise to anionic species in alkaline soil conditions. The s­
triazine family of soil-applied biocidal compounds are considered to be the 
classical representatives of cationizable species, which have widespread appli­
cations as pre-emergent weed killers. Several compounds containing carboxylic 
acid groups enter the soil when sprayed on plant cover, and some are applied 
directly to the soil. These act as neutral molecules at pH values well below their 
pKa values, but become increasingly anionic as the pKa is reached and ex­
ceeded. 


The s-triazine herbicides can be used as an example of ionizable compounds. 
Table 5.5 shows the adsorption from aqueous solution of a series of com­
pounds from the s-triazine family on Na-montmorillonite as affected by the 
solution pH. 


Gaillardon et al. (1977) studied the relative effects of pH on the adsorption 
of an additional s-triazine (terbutryne) on a Ca-montmorillonite, humic acids 
and a mixture of the two soil constituents (Fig. 5.10). The authors conclude 
that the effect of pH on the adsorption of terbutryne by humic acids and by a 
Ca-montmorillonite or mixtures of the two shows a certain similarity with its 
effect on that of clay alone. Around the neighborhood of neutral pH, only 
humic acids adsorb terbutryne. In an acid environment, the isotherms of ter­
butryne adsorption by humic acids and montmorillonite are types Land S, 
respectively, and reflect a difference between the adsorbent and the adsorbed 
molecules in their interactions; in the case of mixtures, isotherms of adsorption 


Table 5.5. Adsorption from aqueous solutions of s-triazine compound by Na + -
montmorillonite. [Hayes and Mingelgrin (1991) after Jordan 1970; Weber 1970] 


Compound pKa Water Adsorption (j.Lmol g-I) 
solubility 
(ppm) pH=2 pH=3 pH=4 pH=5 


Atrazine (XI) 1.68 33 275 200 115 70 
Atratone (XIII) 4.20 1654 410 450 475 400 
Ametryne (XIV) 3.12 193 520 610 650 560 
Propazine (XV) 1.85 9 150 110 20 20 
Hydroxypropazine (XVI) 5.20 310 150 220 240 245 
Prometone (XVII) 4.30 750 290 380 400 350 
Prometryne (XVIII) 3.08 48 460 490 490 415 
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Fig. 5.10. pH Effect on the adsorption of 
terbutyryne by the humic acids (1), Ca­
montmorillonite (2), and their mixture 
containing 25% (3), 50% (4), and 75% 
(5) clay. (After Gaillardon et al. 1977) 


are different and reveal a synergistic effect which suggests interaction between 
the colloids. 


Hayes and Mingelgrin (1991) emphasize that under low pH conditions, 
sorptive molecules can take place through association of the triazine with 
carboxyl groups in the humic substances followed by electrostatic binding to 
the conjugate carboxylate base of the proton donor. 


The behavior of organophosphorus pesticides will be used as an example of 
the adsorption of nonpolar toxic chemicals on soil surfaces. The results ob­
tained on this aspect by one of the authors (Yaron 1978a,b; Yaron and 
Saltzman 1978; Gerst! and Yaron 1981) are summarized below. 


The organophosphorus pesticides are part of the phosphoric acid ester 
group, with a general formula or the type 


RO 0 (5) 
,II 


p-o-x 
/ 


RO (5) 


(5.24) 


where R is an alkyl group. In contact with clay surfaces, such organic nonionic 
polar molecules are retained at the surface. These esters are stable at neutral or 
acidic pH but are susceptible to hydrolysis in the presence of alkalies, where the 
P-O-X ester bond breaks down. The rate of the process is related to the nature 
of the constituent X, to the presence of catalytic agents, and to pH and tem­
perature. The organophosphorus compounds are characterized by a low so­
lubility in water as compared with their solubility in organic solvents. 
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Consequently, the adsorption from aqueous solutions dealt with low con­
centrations in the equilibrium solutions. 


Table 5.6 shows the percentage of some organophosphorus compounds 
adsorbed from aqueous solution by several clays. The amount of chemical 
adsorbed on the clay surfaces is affected by the properties of both the pesticide 
and the clay surface area. The saturating cation also affects the clay adsorption 
capacity for the pesticide. Figure 5.11 shows the adsorption isotherms of 
parathion for a montmorillonite saturated with various cations. The sorption 
sequence for parathion (AI 3+ > Na+ > Ca2+) is not in agreement with any of 
the ionic series obtained when considering different ionic properties, such as 
size, volume, hydration, or energy. This shows that the parathion-montmor­
illonite interaction in aqueous suspensions is very complex; factors such as clay 
dispersion, steric effects, and hydration shell are determinant in the sorption 
processes. Organophosphorus adsorption on clays is described by the 
Freundlich empirical equation and the K constants for parathion sorption by 
several clays are: 3 for Ca-kaolinite, 125 for Ca-montmorillonite, and 145 for 
Ca-attapulgite. 


A temperature effect is observed when the organophosphorus pesticides are 
adsorbed from aqueous solutions by clays. In the case of attapulgite, Gerstl 
and Yaron (1978) showed that the amount of parathion adsorbed on the mi­
neral in a dehydrated system decreased with increasing temperature. The effect 
of temperature can be explained as being due to an increase in pesticide so­
lubility with increasing temperature, or simply to the fact that adsorption, 
being an exothermic process, decreases with increasing temperature. By in­
troducing a correction factor based on "escaping tendency of the solute" 
theory, described in Chapter 4 as fugacity, it may be possible to distinguish 
between the influence of temperature on the adsorption energy and the solu­
bility effect. 


Table 5.6. Percent of adsorbed organophosphorus pesticides by clays from aqueous 
solutions. (Yaron 1978) 


Insecticides 


Parathion 
(C IOH 14N05PS) 


Pirimiphos-methyl 
(C11 H 20N 30 3PS) 


Pirimiphos-ethyl 
(C\3H24N30 3PS) 


Menazon 
(C6H 12N 502PS2) 


aNot determined 


Solution 
equilibrium 
concentration 
ppm 


6.5 


16.0 


16.0 


16.0 


Clay 


Ca-montmoril Ca-kaol Attapulgite 
lonite inite 


73 14 87 


94 30 a 


92 75 a 


16 5 a 
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/ desorption 


0.5 1.5 2.5 


PARATHION IN THE EQUILIBRIUM SOLUTION (1I9/ml) 


Fig. 5.11. Adsorption of parathion by montmorillonite from aqueous solutions. (After 
Yaron and Saltzman 1978) 


The maximum adsorption capacity of clays for organophosphorus pesti­
cides is attained only when the reaction with the chemical occurs in an ap­
propriate organic solvent. It is known that in adsorption at a solid-liquid 
interface, when the liquid is a mixture of two components (e.g., pesticide and 
solvent), preferential or selective adsorption occurs. Consequently, in order to 
obtain a maximum adsorption capacity, careful consideration has to be given 
to the selection of the proper solvent. The maximum adsorption capacity on a 
clay surface is affected by the type of clay and the saturating cation. Taking 
parathion as a typical example, the amount of pesticide adsorbed from a 
hexane solution on Ca-saturated clay is about 10% on montmorillonite, 8% on 
attapulgite, and less than 0.5% on kaolinite. 


The effect of saturating cation on paraffin adsorption from hexane solution 
is reflected in the following series: 
Montmorillonite: 
Mg - 13.5%, Fe - 11 %, Ca - 10.5%, Cu - 5.5%, AI - 5.5%, Zn - 3.5%, Na-
3.5%. 
Kaolinite: 
AI - 0.5%, Ca - 0.45%, Na - 0.35%. 


The hydration status of the clay affects its adsorption capacity for the or­
ganophosphorus compounds. Figure 5.12 shows, for example, the decrease in 
the amount of parathion adsorbed from hexane solution by an attapulgite, as 
affected by the hydration water of the mineral (equilibrated previously up to a 
relative humidity of98%). The effect of water on adsorption may be explained 
as follows: in a dry attapulgite-parathion-hexane system, the slightly polar 
parathion molecules compete effectively with apolar hexane molecules for the 
adsorption sites. In partially hydrated systems, parathion molecules cannot 
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Fig. 5.12. Adsorption of parathion by attapulgite 
from hexane solution as affected by initial 
hydration status of the mineral. (Gerst! and 
Varon 1981). RH Relative humidity 


replace the strongly adsorbed water molecules, so that parathion adsorption 
occurs on water-free surfaces only. These phenomena give an apparent de­
crease in the adsorption capacity of attapulgite for parathion. It is possible that 
the apparent decrease is due to the time required for the parathion molecule to 
diffuse through the water film to the active adsorption sites. By sufficiently 
increasing the time of contact between the adsorbent and adsorbate, a similar 
adsorption capacity may be _reached for dry and hydrated parathion-hexane­
attapulgite systems. If this assumption were confirmed, the presence of water in 
the system would affect only the rate of adsorption. 


Infrared studies lead to an understanding of the adsorption mechanism of 
the organophosphorus compounds on the clay surfaces. For example, infrared 
spectra indicate that on both montmorillonite and attapulgite, parathion sor­
bed by the clays coordinates through water molecules to the metallic cations. 
When the clay-parathion complexes are dehydrated, parathion becomes di­
rectly coordinated; the type of cation determines the structures of the complex. 
The main interaction is through the oxygen atoms of the nitro group, although 
interactions through the P = S group have also been observed, especially for 
complexes saturated with polyvalent cations (Saltzman and Yariv 1976; Prost 
et al. 1977). 


Soil adsorption of the organophosphorus insecticide, parathion was found 
to be related to the organic matter content and to the soil mineralogy (Saltz­
man et al. 1972; Gerstland Yaron 1978). Swoboda and Thomas (1968), 
studying the adsorption mechanism of parathion by leaching experiments, 
found that parathion was retained in soils, mainly as a water-insoluble organic 
constituent of the soil, by partitioning between soil organic matter and the 
liquid phase. Leenheer and Ahlrichs (1971) stated that parathion affinity for 
organic surfaces depends on the strength of the hydrophobic nature of these 
surfaces, rather than on the type of organic matter. They assumed parathion 
adsorption on organic surfaces to be a physical adsorption with formation of 
weak bonds between the hydrophobic portion of the adsorbent and the ad­
sorbed molecule. 
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Saltzman et al. (1972), in a study on the importance of mineral and organic 
surfaces in the parathion adsorption-desorption process in some semiarid soils, 
characterized by low organic matter content and several different mineralogies, 
found that the parathion adsorption by soils depended on the type of asso­
ciation between the organic and mineral colloids. In aqueous solutions, the 
parathion has a greater affinity for organic than for mineral adsorptive sur­
faces. The distribution coefficient, :K! (J.lg adsorbed g-l of adsorbent at an 
equilibrium concentration of 1 J.lg ml- 1) was 38.5 for a montmorillonitic dry 
rendzina (72% clay), 76.5 for a Mediterranean red soil with mixed mineralogy 
(63% clay), 164.0 for a kaolinitic terra rossa (64% clay), and 875.0 for a peat 
soil. The differences between the mineral soils cannot be explained by differ­
ences in the organic matter and clay content, which are rather similar; there­
fore, it is reasonable to suppose that the surface properties of the constituents 
and the specific interactions between organic and mineral colloids determine 
the nature of the adsorptive surfaces for each soil. 


Following removal of organic matter by soil treatment with hydrogen 
peroxide, the adsorptive affinity of the mineral soils decreased (Fig. 5.13). This 
decrease may be due mainly to the decrease in the organic matter content, and 
not to other soil modifications which may occur during organic matter oxid­
ation. 


The decrease in parathion adsorptive capacity of soils, following oxidation, 
shows that parathion has a relatively greater affinity for organic adsorptive 
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Fig. 5.13. Parathion adsorption from aqueous solutions by soils, oxidized subsamples, 
organic, and mineral fractions. (Saltzman et al. 1972) 
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surfaces than for mineral ones. In a recent experiment, Barriuso and Calvet 
(1992) used statistical analysis to express the relations between soil type and 
adsorption behavior of a cationic, an anionic, and a neutral-- herbicide, and 
showed that these relations are strongly dependent on the electrical state of the 
herbicide molecules. The study was done with 58 soils, covering a wide range of 
pH values, organic carbon contents, and mineralogical compositions. Three 
herbicides were used: atrazine (l-chloro-4-ethylamino-6-isopropylamino-l ,3,5-
triazine), terbuttyn (1-ter-butylamino-4-ethylamino-60-methylthio-l ,3,5-tria­
zine), and 2,4-D (2,4-dichlorophenoxy acetic acid). These well-known chemi­
cals were chosen as models to provide neutral, cationic, and anionic molecules. 
For the range of soil pH encountered, atrazine (pKa= 1.7) was always in a 
neutral form. 2,4-D (pKa=2.6) in an anionic form, and terbutryn (pKa = 4.4) 
in either neutral or cationic form. 


The distribution coefficients (Kd) were determined and analyzed in relation 
to soil and molecular properties. Figure 5.14 shows the results of the principal 
component analysis for distribution coefficients. The two axes on the graph 
correspond to the two principal components, which account for 84% of the 
total variation. This graph shows that the various soil types are distinguished 
quite well. Soil types such as Mollic Cambisol, Humic Cambisol, and Vertisol 
adsorbed atrazine and terbutryn efficiently, whereas Ferralsols and Andosols 
adsorbed 2,4-D more efficiently. 


The vectors of the barycenter of the points corresponding to organic carbon 
contents, pH values, and ~ values show that: 


Fig. 5.14. Effect of soil type on herbicide adsorption: results of principal component 
analysis. (Barriuso and Calvet 1992) 
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atrazine's Kd is strongly correlated with the organic carbon content, 
consistently with published results, but not correlated with the soil pH. 


- terbutryn's ~ is less correlated with the organic carbon content and shows 
some correlation with the soil pH. 
2,4-D's ~ is inversely correlated with the soil pH, in agreement with the 
literature, but it is not correlated with the organic carbon content. 


- atrazine adsorption exhibits some correlation with that of terbutryn; 
adsorption of these two triazine herbicides, however, does not show any 
correlation with that of 2,4-D. 


On the basis of adsorption characteristics (example in Table 5.7), Barriuso 
and Calvet (1992) pointed out that the relationship between soil type and 
organic molecules varies with the form in which the molecules occur, i.e., 
nonionized, cationic, or anionic. Soils can be classified according to their ad­
sorption properties, using distribution coefficients if, and only if, measurements 
are made under conditions that lead to low equilibrium concentrations. 


The organic matter content appears to be a key parameter, but its re­
lationship with the distribution coefficient values is clear only for nonionized 
molecules. For ionized molecules, the mineralogical composition and the soil 
pH have to be taken into account, especially for anionic molecules. Thus, 
information from soil surveys is likely to be used for assessing general features 
of pesticide adsorption in soils. 


Trace element retention by soils will be illustrated by the case of fluoride 
adsorption, as reported by Bar-Y osef et al. (1989) and oxy-anion adsorption, 
as summarized by Kafkafi (1989). In minor concentrations fluorine (F) is 
beneficial to animals and humans, but when adsorbed in excessive amounts it 
becomes toxic. In an experiment carried out on K montmorillonite and a series 
of soils with a clay content range of 4-61 % and organic matter content range 
of 0.2-7%, the F adsorption kinetics and isotherms, as affected by the pH of 
the solution, were determined. The fluoride adsorption isotherms for K-mon­
tmorillonite and the six soils studied are shown in Fig. 5.15a and b. It can be 
seen that in all cases the F adsorption was a function of its concentration in 
solution at the selected pH values. Soil pH was highly and inversely correlated 
with the maximum number of fluoride adsorption sites, and this correlation 
stemmed from the effect of pH on the charge density of clay edges. No sig­
nificant correlation was found between the organic matter content and the 
maximum fluoride adsorption. In accordance with earlier results (Fluhler and 
Polomski 1982), fluoride partitioning between solid and liquid phases of neu­
tral and high-pH soils is satisfactorily described by a Langmuir adsorption 
model. The time needed to attain quasi-equilibrium in F sorption reactions was 
found to be inversely proportional to the solution-to-soil ratio of the suspen­
sions (V 1M). While at V 1M = 80 ml g-l equilibrium was attained within a few 
hours, the time needed at VIM = I ml g-l was 10-15 days (both suspensions 
unstirred). The different rates probably stemmed from reduced accessibility of 
F to adsorption sites at VIM = 1, relative to VIM = 80, due to enhanced 
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Fig. 5. 15a,b. Fluoride ad­
sorption isotherm by K­
montmorillonite a and six 
soils b as affected by the pH 
of the suspensions. (After 
Bar-Y osef et al. 1989) 


masking of binding sites on clay edges by the permanent negative electric field 
of soil-clay interfaces (Sposito 1984). 


The formation of metal-organic complexes may increase, decrease, or have 
no effect on sorption, depending on the nature of both the complex and the 
available sorbent surface. The behavior of Cd-organo complexes will be used 
to illustrate the ligand effect on trace-metal adsorption on soil surfaces. PuIs et 
al. (1991), in a study of the effects of organic acids on Cd total sorption on 
kaolinite, observed the reduction in Cd sorption caused by the formation of Cd 
complexes (Fig. 5.16). They found, however, that the decrease in adsorption is 
caused by the nature of ligand. If P-hydrobenzoic and O-toluic acids induced a 
decrease of Cd sorption on kaolinite, the complexation with 2,4-dinitrophenol 
brought an increase of Cd sorption. This may be due to a greater affinity of the 
1: 1 metal-organic complex for the kaolinite surface relative to Cd2+ or to a 
preferential adsorption of dinitrophenol, which subsequently enhanced Cd 
sorption. Similar behavior was reported by Lamy et al. (1991), who found that, 
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Fig. 5.16. Effects of organic acids on cadmium (Cdtotal ) sorption on kaolinite. (Puis et al. 
1991). Ci Initial concentration 


in the presence of oxalic acid, the adsorption of Cd on goethite mineral was 
enhanced due to a surface binding of Cd via an oxalate bridge between the 
surface and the metallic cation. This means that ligand in solution does not 
really compete with metallic cation for surface sites. 


5.3.2 Nonadsorptive Retention 


This occurs in the soil porous medium and represents a pollution hazard 
mainly in the case of compounds which are nonmiscible with water. This is the 
case with petroleum products, when the pollutants are adsorbed on particles 
and thereafter incorporated into the soil, following solid waste or sludge dis­
posal, or when the pollutants are directly adsorbed by the living soil population 
(vegetable and animal). The following examples will illustrate such types of 
retention. 


Polluted suspended particles originating from sludge disposal could be a 
source of non adsorptive retained chemicals. Table 5.8 shows the concentration 
range of potential pollutant trace elements, as summarized by Chaney (1989). 
In this table data on maximum toxic trace element concentration are compared 
with median concentrations of the elements in sludges and soils. The reported 
data cover the situation in the USA. In a study carried out by Vinten et al. 
(1983), the distribution of suspended particles from a sewage effluent on var­
ious types of soils was followed. If, for example, heavy metals in the range of 
the values suggested in Table 5.8 with their distribution in the soil profile are 
adsorbed on these suspended particles, a highly concentrated conclave of 
polluted solid materials will be formed. According to Vinten et al. (1983), the 
effect of soil properties on the vertical distribution of deposited solids and on 
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Table 5.S. Range in concentrations of selected trace elements in dry digested sewage 
sludgesa. (Chaney 1989) 


Element Reported range Typical median Typical soil Maximum 
sludge domestic 


Minimum Maximum sludge 


As. mg kg-I 1.1 230 10 
Cd. mg kg-I 1 3410 10 0.1 25 
CdjZn % 0.1 110 0.8 1.5 
Co mg kg-I 11.3 2490 30 200 
Cu. mg kg-I 84 17000 800 15 1000 
Cr. mg kg-I 10 99000 500 25 1000 
F. mg kg-I 80 33500 260 200 1000 
Fe. % 0.1 15.4 1.7 2.0 4.0 
Hg. mg kg-I 0.6 56 6 10 
Mn. mg kg-I 32 9870 260 500 
Mo. mg kg-I 0.1 3700 20 35 
Ni. mg kg-I 2 5300 80 25 200 
pbb. mg kg-I 13 26000 250 15 500 
Sn. mg kg-I 2.6 329 14 
Se. mg.kg-I 1.7 17.2 5 
Zn. mg kg-I 101 49000 1700 50 2500 


aComposting using wood chips as a bulking agent generally produces composed sludge 
50% as high in trace elements as digested sludge from the same treatment plant. 
bSludge Pb concentration dropped significantly during the 1980s in the USA due to 
reduction of Pb in gasoline. 


the resulting change in flow rate may be elucidated by comparing the behavior 
of the silt loam with that of the coarse sand (Fig. 5.l7a). Coarse sand was 
leached with unfiltered effluent and silt loam with filtered effluent. Passing 
unfiltered effluent through the coarse sand resulted in retention of only 43 % of 
the total SS by the soil. This behavior is caused by the coarseness of the porous 
medium. The finer SS are completely mobile and are hardly retained by the 
column. In a heavier silt loamy soil, a very large relative reduction in flow rate 
occurred. After 400 mm of filtered effluent were added the flow rate declined to 
20% of its initial value. A very small fraction of SS was present in the leachate 
(<<0.1) and most of the deposit was in the top 10 mm of soil. 


The retention of solid particles can be can be described by a ratio char­
acterizing the deposition as a function of the depth. This ratio is: 


(1 deposit mass per unit length at a depth I (gjm) 
(1i deposit mass per unit length a depth 1= O(gjm) 


Variations of - Ln ((1/ (1i) against depth are shown in Fig. 5.17b. It appears 
that the coarse solids are efficiently filtered by the coarse sand soil and the fine 
solids (of colloidal size) are not retained at all, as suggested above. 


The silt loam by contrast shows again the characteristic accumulation at the 
surface associated with matt formation. This occurs even though filtered ef­
fluent was used and reflects the considerably finer pore sizes in the silt loam. 
Because of the smaller pores and associated very much slower flow rate, solids 
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Fig. 5.17. Suspended solids retention in soils. (After Vinten et al. 1983.) a Deposited 
solids distribution in coarse sand and silt loam soil; R deposited solids present per unit 
length of section. b Relative deposition of SS, expressed as - Ln ((J / (Ji), in sandy loam 
soil leached by a filtered and unfiltered effluent 


are removed efficiently at the soil surface. As can be seen, the retention of 
pollutants adsorbed on solid particles is affected by the type of soil and the 
ways of incorporation. 


Retention of chemicals on the nondecomposed soil organic residues is an ad­
ditional type of retention of pollutants in the soil medium. In a laboratory 
experiment carried out by Tegen et al. (1991) to investigate the influence of 
microbial activity 'on the migration of Cs+, the effect of the organic matter 
residues on the Cs retention was proved. This experiment was performed to 
understand the consequences of the accident at Chernobyl in 1986. Figure 5.18 
shows the depth distribution of Chernobyl Cs at the end of the experiment on 
soil columns which were leached at the temperatures of 20, 30 and 40°C, 
respectively. Based on these results, the authors pointed out the dominant 
influence of the turnover of soil nondecomposed organic matter on Cs+ (re­
tention) in soils. Recollecting the aspects of their study, the authors make the 
following hypothesis for the distribution of Cs+ in the soil: after deposition at 
the soil surfaces, Cs+ is mainly fixed by the nondecomposed organic material. 
Cs is redistributed in the soil profile as a result of microbial decomposition of 
organic matter and the dissolution of organic C compounds in the percolating 
water as introduced by the heating of the soil cores to 30 and 40°C, respec-
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Fig. 5.18A,B. Simulated Chernobyl Cs + distribution in the soil ecosystem A in leaf pads 
and B in soil columns when the microbial decomposition of the organic material is 
enhanced by an increase in the ambient temperature. (After Tegen et al. 1991) 


tively. As long as the organic material is not decomposed (e.g., at 20°C), the 
Cs+ is retained in the top layer of the soil. By decomposition of organic matter, 
the Cs+ is complexed and transported to the depth. 


Retention of immiscible with water liquids in the soil medium is done by its 
being trapped in the soil pores. Retention by trapping of the immiscible with 
water liquid occurs when soil pore geometry permits their flow at a level greater 
than their degree of saturation. Figure 5.19 (after Schwille 1984) exhibits in a 
graphic form the retention of such a liquid in a porous media after the in­
filtration ended. The experiment reported by Fine and Yaron (1993) shows 
how the soil constituents and soil moisture content affect the retention of 
kerosene - a petroleum product - in the soil medium. This retention is called 
kerosene residual content (KRC). Ten soils with a broad spectrum of clay and 
organic matter content, as well as four soil moisture contents corresponding to 
oven-dry, air-dry, 33-kPa tension (field capacity), and IOO-kPa tension were 
studied. The KRC of the oven-dry soils ranged from 3.5 to 18.1 ml/lOO g. It 


he' 8cm ... 
Fig. 5.19a,b. Example of an immiscible fluid (kerosene) trapped in the soil (a) im­
mediately after the spill and (b) after infiltration ended. (After Schwille 1984) 
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Fig. 5.20. Kerosene residual content (KRC) of 
soils as a function of the clay and moisture 
contents. (Fine and Varon 1993) 


was affected strongly by the clay content of the soil, with the more clayey soils 
having KRC values 1.502 times greater than the less clayey ones. The silt and 
organic matter' (OM) contents also contributed to the KRC. The r~lationship 
between these soil components and KRC is described by the relation: 


KRC = 0.08[%clay] + 1.6~[%OM] + 0.06[%silt] + 5.29 , 


with a highly significant (p <0.01) coefficient of determination (R2) of 0.91. 
The ranges of values of the three independent variables (X components) were: 
clay, 0.3-74%; OM, 0-5.2%; and silt, 1.2-59%. 


KRC exhibited a linear relationship to the combination of soil texture 
(characterized by clay content) and OM content, and was inversely linearly 
decreased with the moisture content as follows: 


KRC = O.13%[%clay] + 1.48[%OM]- 0.32[%moisture] + 4.31 . 


R2 =0.833, and was highly significant (p, 0.01). Increasing the soil moisture 
content caused marked reduction of the KRC of the soils to a rather uniform 
level. The crucial effect of moisture content on KRC can be exemplified by 
comparing the fine-clayey Chromoxerert with the dune sand. The respective 
KRCs were 14.8 and 3.2 ml/lOO g for air-dry soil, and 2.17 and 1.84 ml/lOO g 
for moist soils (at 33 pKa tension). The reduction in KRC of the soils owing to 
increasing moisture content was considerably larger than the "",30% reduction 
at "field capacity" reported by Marley and Hoag (1986) for a medium-sized 
sand. A graphic representation of the kerosene residual contents (KRC) of 
soils as a function of the clay and moisture content is shown in Fig. 5.20. 
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Part III 
Pollutant Behavior in Soils 







CHAPTER 6 


Reversible and Irreversible Retention -
Release and Bound Residues 


Pollutants retained in the soil may be released into the soil solution, displaced 
as water-immiscible liquids, or transported into the gaseous phase. The form 
and rate of release are controlled by the properties of both the pollutants and 
the medium, as well as by environmental conditions. Nonadsorbed pollutants 
may be released from the soil through dissolution and volatilization, processes 
which have been described in Chaps. 3 and 4. 


As was described in Chapter 5, several biotic and abiotic phenomena may 
lead to pollutant retention as the result of complex interactions with soil 
minerals and organic constituents. Many observations have shown that a more 
or less important fraction of retained molecules cannot be released or, at least, 
is released only slowly. The amount and rate of release are variable, depending 
on the nature of the medium-pollutant system, on the experimental procedure, 
and conditions used to study the release. 


Release can be assessed on the basis of physicochemical and biological 
processes. In the case of the former, a change in the physicochemical char­
acteristics of the fluid phase surrounding the retaining solid phase is the usual 
cause of a release. This is classically obtained, for example, by lowering the 
pollutant concentration in the solution previously brought in equilibrium with 
the solid phase. Another way to obtain a release can be through processes 
controlled by the pollutant bioavailability. 


Theoretically, the adsorption-desorption process should be expressed by 
isotherm singularity. In many cases, however, the release isotherms do not 
coincide with the retention isotherms, in which case we are dealing with the 
phenomenon of hysteresis or nonsingularity. This means that not all retained 
molecules can be transferred back in the solution phase. Published results show 
a range of experimental behavior, from complete reversibility to total irre­
versibility. 


6.1 Retention Hysteresis 


Taking into account the possible role of phenomena other than adsorption and 
desorption, it is better to speak of retention hysteresis than of adsorption 
hysteresis, except for situations where reversible adsorption exists. Retention 
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hysteresis is not yet fully understood, and several interpretations have been 
presented. 


The rate of release and the amount of pollutant released vary according to 
the nature of pollutant, the nature of solid phase, and experimental procedures. 
They also depend strongly on experimental conditions and on the soil sample 
history. Whatever the situation, the key fact is that a fraction of retained 
pollutant cannot be released, indicating that retention is not reversible. The 
variety of observed behavior and of implied phenomena makes the release of 
pollutants a complex problem. Besides the nature of the causes of hysteresis, 
there are other interesting questions: 


What is the relationship between hysteresis and the factors which influence 
retention? 


- Are nonreleasable molecules definitely retained? 
What are the mobility and the bioavailability of irreversibly retained 
molecules? 
Are there any hazards due to these molecules? 


These questions are far from being completely answered. 
Brusseau and Rao (1989) defined two types of hysteresis: 


1. True hysteresis, for which it is assumed that observed data are real and that 
equilibrium data can be explained on the basis of well-identified 
phenomena, chemical, physicochemical, or biological; 


2. Apparent hysteresis, which could be the result of a failure to reach retention 
or release equilibrium. It could also be an artifact of the experimental 
method and/or of measurement errors and additional phenomena such as 
degradation. Observed data do not necessarily correspond to retention 
phenomena and are often not equilibrium values. 


On the basis of a large number of experimental results, obtained with var­
ious sorbates and sorbents, Brusseau and Rao (1989) discussed the possible 
causes of hysteresis. 


6.1.1 True Hysteresis 


Release has been widely explained on the basis of desorption, which was 
considered as the only phenomenon implicated in it. Experimental data can be 
interpreted in terms of true desorption if two conditions are fulfilled: the sys­
tem must be at equilibrium, and released molecules must be those which were 
adsorbed on the surfaces of the solid phase. Molecules which were brought 
back into the solution as the result of dissolution, diffusion out of the solid 
matrix, or of biotic/abiotic chemical transformations cannot be cons~dered as 
desorbed molecules. In most situations, it is obviously impossible to distinguish 
real desorbed molecules from the others, except with solids which can only 
behave as adsorbent. 
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Desorption isotherms may differ from adsorption isotherms in two situa­
tions. The first corresponds to systems which are not at equilibrium because 
the desorption rate is smaller than the adsorption rate. Theoretical treatments 
presented by Ponec et al. (1974) for gas adsorption, and by Giles et al. (1974) 
for solute adsorption, consider that the activation energy for adsorption is zero 
or near zero. Under this condition, they showed that the activation energy for 
desorption is greater then that for adsorption. Thus, the rate of desorption 
must be smaller than the rate of adsorption. This behavior is also true if 
adsorption is accompanied by the dissociation of the adsorbed molecule (Po­
nec et al. 1974). Attention must be drawn to the fact that equilibrium may not 
be reached because of the occurrence of phenomena other than adsorption/ 
desorption phenomena, in which case, different mechanisms are involved (see 
Sect. 6.1.2). The second situation occurs when adsorbed molecules undergo 
some modification(s) of their physicochemical state, due to chemical and/or 
biochemical reactions with the solid phase. Barriuso et al. (1992) assumed that 
adsorbed molecules may be divided into two categories: molecules retained 
through physical interactions and able to be desorbed; and molecules which 
have evolved towards states where they interact strongly with the solid matrix 
and thus are released slowly or not at all. For the first category, desorption 
may be described by a linear isotherm; for the second category, the release 
isotherm may be described by an exponential function of the equilibrium 
concentration of the solution. Figure 6.1 gives an example of such a splitting 
for desorption of dimefuron from a clay loam soil. However, a question re­
mains: what changes are occurring and what are the driving forces for these 
changes? No satisfactory physicochemical theory has been developed until 
today to describe the mechanism of molecule-surface interactions. Several 
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Fig.6.1. Splitting of the desorption isotherm of dimefuron in the presence of 0.01 M 
CaCh into two other isotherms corresponding to the two-compartment model of 
desorption isotherms. x/m=K]C+(x/m)n(l-eK2C). (After Barriuso et al. 1992a) 
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other explanations have been put forward to explain retention hysteresis. 
These are: 


surface precipitation, as proposed for metallic cations whose hydroxides, 
phosphates, or carbonates are sparingly soluble; 
chemical reaction with the solid surface, which is essentially possible with 
organic surfaces which can form complexes with metallic cations and 
combine with organic molecules such as pesticides; 


- incorporation in the soil organic matter through chemical reactions or 
biochemical transformations, involving either exocellular or endocellular 
enzymes. 


This last process probably plays a major role in the formation of what are 
called bound residues, and will be examined further in more detail. 


6.1.2 Apparent Hysteresis 


Apparent hysteresis, due to a lack of equilibrium, is one of the processes most 
frequently affecting pollutant release. Diffusion into the solid matrix or into 
micropores of aggregates has frequently been assumed to prevent the system 
from reaching equilibrium, and then to be one of the main causes of hysteresis. 
In a transitory state, sorption will still occur concurrently with adsorption, and 
the concentration of the liquid phase attributed to desorption will be erro­
neously low, since some fraction is really associated with sorption. If complete 
release equilibrium is not reached, excessive sorbed molecules will remain 
associated with the sorbent and, consequently, the calculated sorbed con­
centration is greater than those calculated under equilibrium conditions. These 
effects, associated with small deviations in measurement of the individual 
desorbed fractions, can lead to a significant apparent hysteresis. 


Apparent hysteresis is also caused by other phenomena. During application 
of the consecutive desorption and dilution techniques used as a common 
procedure in release studies, weathering of the sorbent might occur, resulting in 
a possible increase of sorption, which will give the appearance of a decrease in 
the amount desorbed. 


Degradation in solution can decrease the concentration, which is thus un­
derestimated, and, when associated with the retained amount remaining in the 
solid phase, can give the appearance of hysteresis. Such a situation was clearly 
observed by Koskinen and Chang (1982) in the case of sorption of2,4,5-T by a 
Palouse soil. Sterilization of the medium before release measurement decreased 
the hysteresis, but did not suppress it completely (Fig.6.2). Volatilization can 
also lead to the same effect. 


Soil moisture effect. Clays, particularly smectites, and humic substances are 
important sorbents in the soil, but it is well known that they can hydrate and 
swell or dehydrate and shrink when subjected to wetting and drying. This may 
change their surface properties as regards the adsorption of water and 
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Fig.6.2a,b. Desorption of 2,4,5-T in the Palouse soil. Impact of correction for 2,4,5-T 
degradation at two concentrations: a 2 /lmol L -I. Coefficient of variation for 
experimental data = 1.2 %. b 39 J.l mol L -I. Coefficient of variation for experimental 
data = 3.8%. (Koskinen et al. 1979) 


pollutants. The effect of drying on hydration of humic substances has been 
interpreted by assuming the formation of intramolecular bonds between hy­
drophilic functions, keeping the hydrophobic moieties on the external part of 
the molecular aggregates (van Dijk 1971). This interpretation was further de­
veloped by Chassin and Leberre (1979), who proposed to describe the evolution 
of molecular associations with the moisture content in terms of intra- and 
intermolecular bonding. This modifies the adsorption properties of humic 
substances and is responsible for the water-repelling property of dried humic 
soils which have been freshly rewetted. Mingelgrin and Gerstl (1993) considered 
that the humic anionic groups present in the soils interact intramolecularly with 
di- or polyvalent cations, created in the drying of a tight soil aggregate with a 
hydrophobic outer surface. Only after a considerable time do enough water 
molecules diffuse into the soils to hydrate both cationic and anionic groups to 
an extent that causes swelling of the soil. The higher the fraction of monovalent 
counter cations (excluding protons) in the organic soil, the less tightly it coils 
upon drying, and the higher its tendency to swell or uncoil upon rewetting. 


The physicochemical state of a more or less great fraction of molecules 
sorbed in wet conditions may be modified upon drying, making them more 
difficult to desorb. The retention of sorbate molecules during drying of slow­
swelling organic soil may be a reason, in many instances dominant, for the 
slowdown in desorption upon rewetting. When molecules are sorbed at polar 
surface sites, they orient their hydrophobic part towards the solution phase, 
creating a plug which may considerably reduce the access of water, and thus 
slow down the swelling and, with it, desorption (Mingelgrin and Gerstl 1993). 
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Drymg of soil may also be a reason for an increase in the rate of desorption. 
If penetration of a sorbate towards inner surfaces does not reach its equilib­
rium level by the time drying commences, a fraction of the sorbate may remain 
localized at the more accessible outer surfaces in an amount greater than that 
corresponding to the equilibrium level. Under these conditions, the drying of 
the system may increase rather than decrease the rate of desorption upon an 
eventual rewetting. All these effects may have a deep influence on the retention/ 
release behavior of organic pollutants, in the field, but also in laboratory ex­
periments, in which they must be taken into account. 


The past history of the system should be considered in predicting the effect 
of moisture on desorption. For example, the effect of drying on desorption is 
affected by the length of time allowed for the initial adsorption from water. In 
sorbing systems which are permanently wet, such as sediments, the past history 
of the system may determine the fate of sorbed molecules if sorption sites 
offering limited access are present (Pignatello 1989). Slow diffusion into inner 
pores with low accessibility may reduce the rate of eventual desorption, as 
compared with the initial sorption. A practical consequence of the above is that 
if a pollutant which is introduced into a water body diffuses into internal 
surfaces of a sediment sufficiently slowly, the rate of removal of the pollutant 
may depend on the elapsed time between the inception of the pollution and 
cleanup. 


6.1.3 Method-Created Hysteresis 


It has been shown that desorption characteristics may depend on the experi­
mental procedure. 


The effect of measurement techniques used for defining desorption parameters 
is exemplified by the study of Hodges and Johnson (1987) on the kinetics of the 
sulfate adsorption-desorption process. Sulfate may be retained in soils by 
Coulomb attraction onto positively charged sites, formation of inner-sphere 
complexes with Fe, or the total replacement of surface water on hydroxyl 
groups of Al hydroxides and precipitation of basic Al sulfates. Hodges and 
Johnson (1987) used various experimental techniques such as the rapidly stirred 
batch process, or miscible displacement with a slower flow rate, to provide 
additional information concerning the rate-limiting mechanism of sulfate de­
sorption. They found that the desorption of sulfate in stirred batch experiments 
was much less than that obtained by the miscible displacementtechnique. 


The amount of sulfate desorbed from a Bt2 horizon of a Cecil soil in the 
miscible displacement experiment was affected by the time of leaching. 
Downward movement of solution of 0.2 mol m-3 KCI during 600 s removed 
only 23-34.4% of the adsorbed sulfates. Leaching of a sample at 22°C for 
14400 s (44 h) recovered < 53% ofthe adsorbed sulfate. The estimated time (by 
extrapolation) required for complete desorption was 10-20 times greater than 
for adsorption. 
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Fig.6.3. Effect of temperature and measurement technique on sulfate desorption from 
soils. The lines represent the shell progressive particle diffusion equation plots. (Hodges 
and Johnson 1987) 


Temperature also plays an important role in defining desorption parameters. 
Figure 6.3 shows the results of Hodges and Johnson (1987) for the desorption of 
sulfate from the Bt2 horizon of the Cecil soil. The slope for the desorption data 
shows an initial increase with increasing temperature followed by a slight de­
crease at the highest temperature. The lowest slope value occurred at 4°C. 


The effect of desorption methodology on the desorption of selected synthetic 
organic pesticides will be exemplified by the research carried out by Bowman 
and Sans (1985). These authors compared the dilution method of measuring 
desorption with the consecutive -desorption method. It is worth noting that 
dilution of suspensions may increase the accessibility of an adsorbing surface, 
so that the study of desorption by the dilution method is not strictly com­
parable with the classical method. With the latter method, the soil/solution 
ratio remains constant, which is not the case with the dilution method. The 
results of Bowman and Sans (1985) are presented in Fig. 6.4. In their opinion, 
the degree of desorption hysteresis exhibited by the various pesticide-soil (clay) 
systems was clearly related to the method used in deriving the data. In all cases, 
there was only a minimal amount of hysteresis in the desorption isotherms 
obtained using the dilution method, whereas almost all the systems investigated 
with the consecutive desorption method exhibited considerably more hyster­
esis. Differences in water solubility and partitioning tendencies of the two 
organophosphate compounds produced isotherms in different concentration 
ranges, making direct comparisons among the different systems difficult. 
However, the results of the Fig. 6.4 concour with the proposals of Rao and 
Davidson (1980), that the centrifugation-resuspension step was in some way 
resposible for the observed hysteresis effects. Perhaps a partially irreversible 
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Fig. 6.4. Adsorption and desorption isotherms for parathion and fensulfothion sulfone 
in aqueous suspensions of three sorbent materials: Ca-illite, Bondhead loam, and an 
organic soil. (Bowman and Sans 1985) 


compaction of the adsorbent by centrifugal forces greatly increased the time 
required for desorption processes to reestablish equilibrium, thereby creating 
the impression that partitioning had shifted in favor of the adsorbent. 


Although the dilution-desorption data presented in Fig. 6.4 minimize the 
observed magnitude of hysteresis, it should be kept in mind that there are 
situations where "true" hysteresis effects (as opposed to method-created arti­
facts) can have an important bearing on predicting pesticide behavior in soil­
water systems. 


6.2 Bound Residues 


6.2.1 Experimental Definition 


The hysteresis we have just discussed corresponds to irreversible retention 
observed when release is allowed to take place in an aqueous solution. In order 
to extract the maximum amount of pesticide associated with the solid phase, 
several organic solvents are used. Many experiments made with radiolabeled 
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Table 6.1. Examples of bound pesticide residues in soils. (After Calderbank 1989) 


Structural type Bound residues Parent 
(% of applied) detecteda 


Herbicides 
Anilides and ureas 34-90 No 
Bipyridyliums 10-90 Yes 
Nitroanilines 7-85 No 
Phenoxy 28 No 
Phosphonate (glyphosphate) 12-95 Yes 
Triazines 47-57 Yes 


Insecticides 
Carbamates 32-70 Yes 
Organochlorines 7-25 ? 
Organophosphates 18-80 Yes 
Pyrethroids 3-23 No 


Fungicides 
Chlorophenols 45-90 Yes? 
Nitroaromatic (dinocap) 60-90 Yes? 


aIndicates where parent was positively identified. In cases with "no" or question mark, 
the method of extraction may have decomposed the parent molecule. 


molecules show that the extraction is never complete, even with solvents in 
which pesticides are highly soluble. Up to 90% of the applied radioactivity can 
become unextractable (Table 6.1), and this has been attributed to strongly 
"bound residues." 


Several authors have reported experimental data showing clearly that bound 
residues comprise both parent products and degradation products. Parent 
products have been found to represent various fractions of bound residues: 
18% for pyridilcarbamate, more than 50% for prometryn, 10% for atrazine, 
and traces for several other pesticides such as picloram, triallate, and methyl­
parathion (cited by Calderbank 1989). Study of unextractable residues is fur­
ther complicated by the fact that the extractability of 14C-Iabeled organic 
compounds depends on the size of the granulometric fraction and is also time­
variable, probably as a result of the soil microflora activity (Fig. 6.5). 


It has been observed that the extractability decreases with aging, probably 
because the phenomena responsible for hysteresis become more efficient with 
increasing residence time in the soil. 


6.2.2 Mechanisms 


Irreversible retention of pesticides is not fully understood. Several hypotheses 
have been put forward to explain the formation and properties of bound res­
idues, but they have not been completely verified. 
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Fig.6.S. Distribution of the nonmineralized residual radioactive carbon during the 
incubation in sterile and non sterile wet straw of 4-CP, 2,4-DCP, and 2,4-0. (Benoit 
1994) 


Diffusion out of the solid phase may partly account for hysteresis, partic­
ularly for molecules which have diffused into the organic matter aggregates. 
However, some molecules would be unable to diffuse, even slowly. Entrapping 
in humic polymer aggregates as suggested by Khan (1982), and more recently 
by Wershaw (1986) and Singh et al. (1989), is a possible explanation for hys­
teresis, compatible with the structure of humic substances (Wershaw, 1986). 
Hydrophobic molecules may be trapped inside the most hydrophobic part of 
humic aggregates and thus prevented from release by aqueous and organic 
solvents. Another process, probably a major process leading to an irreversible 
retention, is the chemical binding of pesticide molecules to the organic matter 
(Bollag and Loll 1983). Fulvic and humic acids are the compounds most 
commonly involved in such binding. Reactions are due to microorganisms and 
plant enzymes and can be considered as some kind of degradation. The reac­
tions involved appear to be the same as those responsible for humic substance 
formation. Phenol and aromatic amines may bind to organic matter by oxi­
dative coupling, while substituted ureas and triazines may not. This was clearly 
shown, together with the part played by mineral surfaces, by Bollag et al. 
(1992). Bertin et al. (1991) have also shown that binding can take place during 
humic substance formation through polymerization processes. 


Another process to be considered is biological incorporation. This retention 
phenomenon is due to pesticide absorption by plants and soil microorganisms. 
Some fraction of this absorbed pesticide may return to the soil with either crop 
residues or dead microorganisms, and may thus be incorporated in the soil 
organic matter. 


It has recently been shown that microorganisms playa major part in the 
formation of bound residues (Benoit 1994). Figure 6.S gives the comparison 
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between sterilized and nonsterilized soils. Soils were amended with 4-chloro­
phenol (4-CI,2,4-DCP) and 2,4-dichloro-phenoxy-acetic acid (2,4-0) and al­
lowed to incubate at 28 °0 for 20 days. The graphs represent the amounts of 
residual 14C as water-soluble, methanol-soluble, and unextractable fractions. 
They clearly show that sterilization considerably reduces the amount of un­
extractable 14C and, therefore, of bound residues, and that the distribution of 
residues among the three fractions is time-depenent. 


Retention can be viewed as the result of two broad processes: a physico­
chemical process and a biological process. Distinction between the two pro­
cesses has been done by comparing retention with and without sterilization. 
Figure 6.6 gives this comparison for two sorbents: a prehumified straw 
(Fig. 6.6a) and a mycellium of Emericella nidulans (Fig.6.6b). It appears that 
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Fig. 6.6a,b. Relative proportions of physicochemical (1) and biological (2) retention of 
4-chlorophenol (4-CP), 2,4-dichlorophenol (2,4-DCP), and 2,4-dichloro phenoxyacetic 
acid (2,4-D) on straw (a) and on mycelium Emericella midulans (b) These proportions 
were estimated from retention kinetics on sterilized and nonsterilized materials. (Benoit 
1994) 
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the natures of both sorbate and sorbent have an influence on the relative 
importance of the two processes. Further, it can be seen that physicochemical 
process rates vary during only a short period of time « 2 days), while the 
biological retention rate increases continously with time. 


Physicochemical retention proceeds through three steps: adsorption, diffu­
sion into the organic matter, and chemical and biochemical reaction with the 
organic matter. The release process under natural conditions, that is, a solid 
phase in contact with an aqueous phase, can follow only two steps: diffusion 
out of the sorbent (essentially the organic matter) and desorption, the latter 
being more rapid. If desorbed molecules were previously in a physicochemical 
state which is accounted for by an adsorption isotherm, then the release iso­
therm is a desorption isotherm. In this case, we are dealing with a fully re­
versible process. As long as intraparticle diffusion exists, release may be slow, 
and equilibrium will be reached slowly. 


6.3 Examples 


The examples which follow - in addition to those illustrated by Figs. 6.5 and 
6.6 - were selected in order to show various release behaviors and the effects of 
important factors such as pollutant and soil properties and environmental 
physicochemical conditions. They are presented according to the nature of the 
pollutant. 


6.3.1 Inorganic Pollutants 


6.3.1.1 Major Elements 


It has been shown that major elements such as N, P, and K may be irreversibly 
retained by soil constituents. Since we are only concerned with soil pollutants, 
potassium will not be further examined because no adverse effect seems to be 
attributable to this element. 


Irreversible retention of NHt, often named fixation of NHt, was first re­
ported by McBeth in 1917 and cited by Scherer (1993), who has recently 
reviewed this subject. It is now generally recognized that soil NHt can be 
divided into three fractions: in-solution, exchangeable, and nonexchangeable 
fractions (Nommik 1957). According to Mengel and Scherer (1981), non­
exchangeable NHt is that which is nonexchangeable in neutral salt solutions 
and is rapidly recovered only from clay minerals treated with a 5 N hydro­
fluoric acid/l N hydrochloric acid mixture. Fixation is explained on the basis 
of a mechanism which involves strong electrostatic interactions between NHt 
cations and the negative electrical charge of layer silicates, due to the pene­
tration of the cations into the ditrigonal cavities of two adjacent layers. 
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According to this, the main factors in NHt fixation are the clay content, the 
type of clay, vermiculites being particularly efficient (page et al. 1967), and the 
K content. Of total soil nitrogen, 3-14% may be in the fixed NHt form. A slow 
release is possible when the solution concentration is lowered by nitrification or 
plant absorption and is controlled by an exchange/diffusion process favored by 
Ca2+ and H+ ions. Availability of fixed NHt appears to be very variable and 
quite low. From a pollution point of view, fixation may play an interesting role. 
As a matter of fact, many observations show that fixation may be responsible 
for the retention of a large fraction (up to 90%) of the NHt introduced by 
organic manures, preventing its nitrification and thus making it an important 
pollutant source. 


Phosphorus can also be retained as apparently unreleasable forms. In­
formation can be found in several reviews, e.g., those of Hingston (1981) and of 
van der Zee and van Riemsdijk (1991). Anion adsorption is reversible with 
respect to pH and temperature changes but displays several behaviors at con­
stant pH and ionic strength, ranging from complete reversibility to almost 
complete irreversibilty. The low desorbability of ortho-phosphate anions is not 
yet clearly understood. Some insight into this problem may be given by identi­
fying situations in which phosphates are in competition with other complexing 
molecules. In some cases, desorption may not be complete, and has been shown 
to depend on pH, ionic strength, the nature of the minerals, the time of in­
cubation, and the concentration of phosphate in the solution. Surface com­
plexation has been invoked to explain these observations, but" another 
explanation based on kinetic considerations seems to be more accepted now. 


The effect of time of contact with the solid phase on pollutant desorption is 
exemplified by the experiment of Barrow (1979) on the desorption of phos­
phate from soil. In this experiment, desorption occurred after both short and 
long periods of contact between soil and chemical. After short periods of 
contact, the amount of phosphate desorbed into the soil solution increased 
rapidly at first but, due to a readsorption process, the concentration of the 
phosphate in solution then decreased. Figure 6.7 shows changes through time 
in the amount of phosphate in the soil solution after various periods of prior 
incubation (from 0 to 25 days). It is observed that, independently of the soil­
solution ratio, the concentration.in the soil solution during 1 day of incubation 
exhibits a.desorption and readsorption process. With extension of the time of 
contact, the concentration of phosphate in the solution increases only as a 
result of the desorption of phosphate from the soil solids surface. The extent of 
desorption increases with increasing solution:soil ratio. With time, however, 
the concentration of phosphate in the highly concentrated suspensions is re­
duced, compared with the low-concentration suspensions case. From the point 
of view of environmental concern, this behavior of phosphate is of major 
importance. 


Considering that the same theoretical description fits the adsorption/de­
sorption data of several anions (fluoride, phosphate, molybdate), and taking 
into account the kinetics of the sorption process, we may conclude that hys-
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Fig.6.7a-f. Desorption of phosphate in solution after various times of contact (0, I h, 1, 
7, 22 and 39 days) with the soil. (After Barrow 1979) 


teresis would probably be due to diffusion out of the sorbing particles (Barrow 
1983, 1986). The behavior of sorbed species is a direct consequence of the 
sorption process, which is considered to be the result of adsorption and in­
traparticle diffusion, the latter being generally very slow (van der Zee and van 
Riemsdijk 1991). Complexing molecules modify the desorption of anions, as 
shown by many experimental data on the competition between phosphates on 
the one hand and silicate (Obihara and Russel 1972), selenite (Hingston 1981), 
and citrate, fluoride, and bicarbonate anions, on the other. This has long been 
used to extract and determine what is known as the bioavailable phosphorus. 
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6.3.1.2 Trace Elements, Heavy Metals 


Release behaviors. Release of trace elements can be due to a decrease in the 
concentration in solution of the metallic cation, with no modification of the 
background electrolyte. In this case, true desorption is taking place. Release 
may also result from addition of protons and/or complexing molecules to the 
background electrolyte. This situation lies behind extraction methods for me­
tallic cations, which render some strongly sorbed cations mobile. Those cations 
which still'remain on the sorbent materials may be said to be completely 
irreversibly retained; then, their passage into a solution implies, at least partly, 
destruction of the solid phase. 


Figure 6.8 gives several examples of desorption isotherms displaying a range 
of behaviors. Selenite is reversibly adsorbed on gibbsite at pH = 6.7 and in 0.01 
M CaCh but other experiments showed that it is almost irreversibly adsorbed 
on goethite, while fluoride is reversibly adsorbed on goethite at pH = 4.5 in 
0.01 M NaCl. As shown Fig. 6.9, quite large amounts of sorbed metallic cations 
can remain on the solid phase. Radioisotopes provide an interesting way to 
study the release of sorbed cations. Figure 6.9 clearly shows that the amount of 
nonisotopically exchangeable cations increases with time, more for soil oxides 
than for humic acid. Such behavior has also been observed for Cu2+ sorbed on 
iron and manganese oxides. 


Irreversibility has not yet been completely explained. It could be due to a 
lower desorption rate than adsorption rate. If such· an explanation holds, it 
implies different activation energies for forward and reverse reactions. Ac­
cording to the theory of chemisorption, the desorption activation energy is 
always greater than the adsorption activation energy, which leads to a slower 
rate of desorption than of adsorption (McBride 1991). For several authors 
(Brummer et al. 1983; Barrow 1986; Swift and McLaren 1991), a more likely 
interpretation is the occurrence of a second process after the initial adsorption. 
This could be either a surface precipitation as a new solid phase, comprising 
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Fig.6.8a,b. Desorption of a selenite from gibbsite and b copper from montmorillonite 
(a after Hingston et al. 1974; b McLaren et al. 1983). Background electrolyte: a 0.1 M 
NaCl, b 0.05 M CaCh 
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1000 (0) Soil Oxide Fig.6.9a,b. Isotopic exchangeability of Co 
adsorbed during 60 days by soil oxide and 
humic acid at pH 6.0; background electro-
lyte 0.01 M CaCho (After McLaren et al. 
1986) 
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hydroxy-polymers on layer silicates, or solid-state diffusion into the sorbing 
material, for retention by oxides and allophanic clays (McBride 1991). 


Hysteresis due to precipitation reactions. In many cases, a pollutant retained 
on the soil solid surface may undergo chemical reactions which will induce the 
hysteresis phenomenon in the course of the release process. An example in this 
direction is the behavior of Cr(VI), an industrially originated pollutant, which, 
in the soil environment, may be subjected to the oxidation and/or reduction 
reactions. When an available source of electrons, such as organic matter, is 
present, Cr(VI) will be reducted to Cr(Ill) (Ross et al. 1981); the rate of this 
reduction reaction increases with decreasing pH. Bartlett and James (1979) 
found that Cr can also be oxidized from Cr(Ill) to Cr(VI) under conditions 
commonly found in soils. A study of Stollenwerk and Grove (1985) on ad­
sorption and desorption of hexavalent chromium in the alluvial aquifer deals 
with these types of problems. Adsorption and desorption data for a large­
column experiment are presented in Fig. 6.lOa. All Cr(VI) in the first seven 
pore volumes of groundwater containing 960 J.lmol L -1 Cr(VI) was retained by 
the alluvium. A rapid increase in the effluent concentration of Cr(VI) then 
occurred, until the capacity of the alluvium for retained Cr(VI) was exhausted 
(222 pore volumes). Approximately 50% of the Cr(VI) was released from the 
alluvium by the first 10 pore volumes of Cr-free water used to wash the col­
umn. This rapid initial rate of release of Cr(VI) from the alluvium decreased, 
and an additional 50 pore volumes of groundwater removed only 34% more 
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Fig.6.10a,b. Adsorption and desorption of Cr(VI) by a telluride alluvium in a column 
experiment at a flow rate of 7.1 x 10-4 cm S-I , and b on alluvium under batch conditions 
at pH 6.8 and 25°C. (After Stollenwerk and Grove 1985) 


Cr(VI) from the alluvium. Almost 16% of the adsorbed Cr(VI) was still as­
sociated with the alluvium when the experiment was stopped after 82 pore 
volumes (232 days). Stollenwerk and Grove (1985) attribute the difficulty in 
removing some of the adsorbed Cr(VI) to the presence of specific adsorption 
sites, and possible reduction to Cr(IlI) followed by precipitation. 


The same authors show that the difference in the rate of adsorption and 
desorption of Cr(VI) by alluvium, noticed in the column experiments, was also 
evident in batch experiments (Fig.6.10b). The desorption curve does not co­
incide with the adsorption curve, as it would if adsorption were a completely 
reversible process. Allowing 21 days for the desorption reaction to take place 
instead of only 5 days did not change the shape of the desorption curve. This 
indicates that reaction kinetics are not the reason for the discrepancy between 
the two curves (Fig. 6. lOb ). Specific adsorption of some Cr(VI) or Cr(III) was 
the most likely cause of this difference. 


On the basis of the above experimental results, these authors reached the 
conclusion that the quantity of Cr(VI) adsorbed was a function of its con­
centration, as well as of the type and concentration of other anions in solution, 
and that the hexavalent Cr adsorbed through nonspecific processes is readily 
desorbed by Cr-free salt solution. Stronger bonds formed between Cr(VI) and 
alluvium during specific adsorption result in very slow release of this fraction. 
Given sufficient contact time, some of the adsorbed Cr(VI) is apparently fixed 
by the alluvium. 


The Cr(VI) d!!sorption from the alluvium material illustrated very well the 
presence of a hysteresis process resulting from a chemical transformation of the 
part of the pollutant retained on the soil surface. 


Kinetics of desorption is one of the most crucial aspects of the process in 
defining the behavior of the pollutant in the soil environment. The kinetics are 
affected by the characteristics of both adsorbent and adsorbate, and encompass 
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the behavior of both organic acid and inorganic chemicals. A few selected 
examples will be used to illustrate the matter. 


In a study on the kinetics of desorption of metal ions from peat, Bunzl et al. 
(1976) made a comparison between the rates of adsorption and desorption. The 
initial rates (in J.Leq Me2+ adsorbed or desorbed during the first lOs by 1 g of 
dry peat) and the half-times obtained from kinetic experiments are included in 
Fig. 6.11. The initial absolute adsorption rates decreased in the order Pb2+> 
Cu2+ > Cd2+ > Zn2+ Ca2+. 


The rates of desorption of the several metal ions show a more complicated 
behavior, as the initial metal contents of peat are different for different metal 
ions. Following the selectivity series from Pb2+ to Ca2+ (Fig. 6.11), the initial 
absolute rates of desorption first increase and then decrease again. In desorbing 
lead ions, the initial absolute rate of desorption is low, since only a small 
amount is present in peat to be desorbed. The desorption of Cd2+ is com­
paratively rapid, since there is a fairly large amount to be desorbed, and it is, 
furthermore, not tightly bound. Bunzl et al. (1976) showed that relative rates of 
desorption, as characterized by the half-times, show a similar behavior: longer 
half-times for Pb2+, Cu2+, and Ca2+ but shorter ones for Cd2+ and Zn2+. 
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Fig. 6.11. Initial rates of adsorption and subsequent desorption during the first 10 sand 
corresponding half-times of Pb2+, Cu2+ ,Cd2+, Zn2+, and Ca2+ in peat. (Bunzl et al. 
1976) 
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In many cases, the time required for obtaining a completely reversed de­
sorption is much greater than that necessary for the adsorption of chemicals on 
surfaces. In a study on borate adsorption-desorption on pyrophyllite, Keren et 
al. (1994) found that at pH = 9 the adsorption of borate on the surface was 
completely reversible. However, the time required to accomplish the reversal is 
much greater than that required for adsorption. 


This is consistent with observations of Brummer et al. (1988) for Ni, Zn, and 
Cd sorption on goethite, which showed a slow disappearance of metal from the 
solution, following a fast first step. This is also to be related to the fact that the 
longer the period which elapses before desorption, the less complete the de­
sorption is (Padmanabham 1983). Thus, diffusion into the solid phase would 
explain apparent irreversibility. This is supported by the experimental results of 
Barrow (1986), who has shown that there is no discontinuity in the sorbed­
amount/solution-concentration relationship providing that the measurements 
are done on a system which has reached equilibrium (Fig. 6.12). The long time, 
often several months, for example, observed by Barrow (1986) as necessary to 
reach equilibrium for Zn retention at 25°C, is also consistent with a diffusion­
controlled release. Nevertheless, it is worthwhile to emphasize that some 
questions remain about the real nature of the process. As a matter of fact, 
surface properties of soil constituents may be modified when the soil solid 
phase is in contact with an electrolyte solution for a long period. This may 
increase the difficulty in interpreting release data, because diffusion out of the 
solid phase and desorption would not be the only process involved. Strictly 
speaking, cations which are released under such conditions are irreversibly 
retained because their passage into the solution is the consequence of a 
modification of physicochemical properties of the sorbent/solution system. 
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Fig.6.12. Desorption and further 
sorption of zinc in 0.03 M sodium 
nitrate solution. Samples of the 
soil had been incubated with the 
indicated levels of zinc (J-tg Zn 
g-l) for 7 days at 60°C before 
desorption/sorption was mea­
sured over 24 h at 25°C. In each 
case, the broken line joins the 
concentrations at which neither 
desorption nor further sorption 
occurred. (Barrow 1986) 
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Fig.6.13a,b. Sorption of Cd (a) and Cu (b) on montmorillonite, as function of pH. 
Increasing pH (e) and decreasing pH (0). Initial concentrations are 5.08 10-5 moll- i for 
Cd and 5.1910-5 mll- i for Cu. Background electrolyte: 10-3 M CaCho (Calvet 1989b) 


pH effect. Nondesorbable metallic cations can be released, at least partly, by 
decreasing the pH, by addition of either complexing molecules or another 
metallic cation. Figure 6.13 gives an example of Cd+ and Cu2+ release from a 
montmorillonite with decreasing pH. The difference in the behavior between 
the two cations can be explained by the surface complexation of Cu2+. 


The ligand effect on the desorption process is exemplified by an experiment 
on copper behavior carried out on a Paxton soil (PH = 5.6; CEC = 16.4 
OM = 3.81 %) by Lehman and Harter(1984). The kinetics of copper desorption 
was investigated, following the addition of Cu at the rate of 1.6, 3.9, 6.3, and 
7.9 J.lmol Cu/g soil (100, 250, 400, and 500 mg soil). The Cu was allowed to 
react with the soil for 30 min to 4 days. At time t = 0, after the period of Cu-soil 
reaction, Na2-oxalate, Na3-citrate, or Na4-EDTA was added in an amount 
stoichiometric to the initial Cu addition (i.e., a charge ratio 1: 1 Cu/ligand). In 
each case, the suspension pH rose to 6.0 following the ligand addition. Sus­
pension aliquots were periodically removed and filtered. The suspension was 
also sampled immediately prior to ligand addition, to establish the Cu con­
centration at time t = O. Figure 6.l4 shows the time-dependent release of soil­
adsorbed Cu in solutions where three different organic ligands are present. It 
may be observed that the presence of EDTA ligand enhanced Cu release 
compared with citrate and oxalate. In the case of the Cu-oxalate complex, it 
appeared that it had been readsorbed onto the surface. It is also clear that each 
ligand in the soil will differentially affect the desorption of soil-adsorbed Cu. 
Since in many cases, Cu reaches the soil in sewage effluents or sludges, the 
presence of organic ligands will be able to alter the process of retention-release 
of the metal on the soil surface. A characterization of the type of organic 
ligands found in sewage effluents and/or sewage sludge would be useful in 
predicting the release of Cu adsorbed on soil surfaces. 
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Fig. 6.14. Time-dependent release 
of soil-absorbed copper by 
EDTA, citrate, and oxalate; 
0.079 J.Lmol eu ml-1 were added 
to the solution. At time = 0, 
chelator was added at a rate 
equivalent to a I: 1 Cu/chelator 
charge ratio. (Lehman and Har­
ter 1984) 


Related to this topic is the competition among metallic cations for sorption 
sites. Metals which can be bound through surface complexation as strongly as 
copper cations can displace a large proportion of these cations, as was ob­
served with allophanes by McBride (1991). So Cu2+ can appear to be irre­
versibly bound when no other competing cations are present. 


6.3.2 Organic Pollutants 


As in the case of inorganic pollutants, a more or less important fraction of the 
retained organic molecules cannot be released from the solid phase. This has 
been observed in many instances with various pesticide/soil systems; experi­
mentally, the effects include retention hysteresis, partial non-extractability of 
residues and time variations of the extractability. 


6.3.2.1 Release Behaviors 


It is well known that retention is not completely reversible, so that release 
isotherms differ from retention isotherms to an extent which depends on the 
nature of the sorbent (Fig. 6.15). 


Strictly speaking, sorption is a reversible process, which includes adsorption, 
desorption, and diffusion in and out of the solid phase. Several explanations 
have been proposed to account for a hysteretic behavior, some of which relate 
to experimental conditions which lead to an understimate of the equilibrium 
concentration of the liquid phase, as we have seen. 


Other potential causes for hysteresis correspond to a real incorporation into 
the solid phase: modifications of molecule-surface interactions, irreversible 
retention into the solid phase (mainly the organic matter) leading to entrap­
ment· of the molecules, and chemical reactions between the pesticide molecules 
and the solid phase, which is equivalent to a degradation phenomenon. 
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Fig. 6.15. Adsorption isotherms (white circles) and desorption isotherm (black circles) of 
2,4D, 2,4-DCP, and 4-CP for various adsorbents. (Benoit 1994) 


Since mineral and organic constituents are involved in the retention of organic 
micropollutants, it is interesting to know their respective roles. Information 
about this subject can be obtained from some experiments such as the two 
following ones. 


The effect of soil constituents on the extent of hysteresis effect in pesticide 
adsorption-desorption was proven by Saltzman et al. (1972) for organic matter 
and Gaillardon et al. (1977) for clay materials. The influence of the soil organic 
matter on the extent of hysteresis can be observed in Fig. 6.16, which sum­
marizes results of the determination of parathion desorption by water from 
natural soils and oxidized subsamples. The desorption isotherms of the natural 
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soils do not overlap the adsorption isotherms, showing that there is a "hys­
teresis" in the parathion adsorption-desorption process. In contrast, smaller 
differences between adsorption and desorption isotherms were found for soils 
treated with hydrogen peroxide (oxidized subsamples). 


Parathion desorption by water was also dependent on the nature of the soil 
adsorptive surfaces. After five consecutive desorptions, all the natural soils still 
contained more parathion than the treated soils. The parathion content of the 
natural soils was greater (8% in Golan, 24% in Meron·, and 31 % in Bet Guvrin 
soils) than in the oxidized subsamples. After the same number of desorptions, 
the peat soil retained two to three times more parathion than the natural soils. 
The stronger retention of parathion by natural soils and peat shows that 
parathion-organic complexes are stronger than parathion-mineral ones. 
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Fig. 6.16. Parathion desorption by water from soils and oxidized subsarnples. (Saltzman 
et al. 1972) 
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If one assumes that only the changes in organic matter content are re­
sponsible for the changes in parathion desorption, then it is possible to esti­
mate desorption curves for the organic matter of each soil. The adsorptive 
capacity for organic matter and clay was estimated as follows: (1) the differ­
ences in desorption between natural and treated soil at several concentrations 
of the equilibrium solution were calculated, and (2) the desorption per unit 
weight of organic matter was calculated as the ratio between each of these 
values and the amount of organic matter lost by soil oxidation. Desorption 
from the mineral soil fraction was obtained by subtracting the calculated ad­
sorption on organic material from the adsorption on the natural soil. From the 
desorption curves obtained (Fig. 6.17), a net difference between parathion re­
lease by organic and mineral colloids may be noted. The slope of the de­
sorption curves of the mineral fraction is rather steep (especially in Golan soil), 
showing that adsorption is easily and totally reversible. From the organic 
matter, in the range of concentrations studied, only very small amounts of 
parathion seem to be released. 


The extent of hysteresis is controlled by the different bonding mechanisms of 
the pollutant on specific soil constituents, under various environmental con­
ditions. The pH, for example, may cause changes which are reflected more 
often in the desorption than in the adsorption behavior. The paper of Gail­
lardon et al. (1977) on terbutryne adsorption-desorption on model soil con­
stituents, as affected by the properties of constituents and the pH of soil 
solution, will serve as an example for the above statement. Figure 6.18 shows 
the adsorption-desorption isotherm of terbutryne on a clay material (mon­
tmorillonite), a humic acid, and a mixture - in various proportions - of these 
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Fig.6.17a,b. Calculated parathion desorption from the mineral (a) and organic (b) 
fractions of Golan and Meron soils. (After Saltzman et al. 1972) 
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Fig.6.18a,b. Influence of pH on adsorption isotherms (--) and desorption 
isotherms (- - - -) of terbutryne on and from a humic acid, a Ca-montmorillonite 
kand their mixtures with 25, 50 and 75% clay content. a pH = 3-3.2; b pH = 5.6-6. 
(Gaillardon et al. 1977) 


materials in an acid and a weak acid environment. The authors reached the 
conclusion that, independently of the acidity of the medium, the desorption 
isotherm exhibited hysteresis in the case of humic acid or clay-humic acid 
mixtures. This phenomenon is more accentuated in an acidic medium. No 
evident hysteresis was observed in the case of the adsorption-desorption iso­
therm of the atrazine on clay surfaces (montmorillonite). The extent of the 
hysteresis was greater in a weakly acid medium (PH = 5.6-6) than in a strongly 
acid medium (PH = 3-3.2), probably due to nonionic interactions. 


6.3.2.2 Observations on Bound Residues 


The distribution of atrazine-bound residues in soil has been described as a 
function both of the localization of organic matter in granulometric soil 
fractions and of time (Barriuso and Koskinen 1995). Figure 6.19 illustrates the 
experimental results and shows that the >200-llm fraction, a less humified one, 
plays an important role, which is time-variable. 


6.3.2.3 Bioavailability of Bound Residues 


Another interesting question is the bioavailability of bound residues. A com­
pound is bioavailable when it can be absorbed by a living organism in a given 
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medium. This is a property which represents a potential to be absorbed, that is 
to be easily transported to a living organism or to be in its immediate vicinity. 
From this point of view, a condition to be fulfilled by a chemical species is 
mobility, either in· the gas phase or in the liquid phase. Thus, pesticide bio­
avaiJability strongly depends on retention processes. It is important to distin­
guish the potential bioavailability of a compound from the bioavailable 
amount of that compound. The latter can only be known through a process 
mediated by a living organism. For example, the presence of a bioavailable 
herbicide in the soil is attested by an observable phytotoxic effect. The absence 
of such an effect does not prove the absence of potentially bioavailable her­
bicides; it may indicate either an adsorbed amount below the toxic limit or 
inaccessibility of the herbicide to plant roots (due to the soil structure and/or 
root distribution). 


For a compound, the bioavailable amount can only be defined for a given 
medium, a given living organism, a given set of conditions, and a given process 
(Calvet 1989a). For example, the bioavailable amount of a herbicide, as de­
termined through a phytotoxic effect, is not the same as that which would lJe 
determined from a degradation experiment. It is not possible to give a general 
relationship between pesticide bioavailability and retention. All that can be 
done is to refer to a given process for a compound or a family of compounds. 
Even in this limited situation, it is not a simple matter to deal with this problem 
because rather few experimental data are available today. Some examples will 
be discussed below. 


Pesticide bioavailability can be assessed through: 


toxic effects against living organisms (plant, soil microflora, fauna, etc), 
biodegradation, 
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Fig. 6.19. Dynamics of atrazine-bound residues in soil fraction during incubation under 
field conditions. The results are expressed as mass of equivalent atrazine calculated on 
the basis of specific radioactivity ofatrazine applied. (After Barriuso and Koskinen 
1995) 
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the health hazard for humans, arising from consumption of contaminated 
plants, animals, or water. 


As we have already seen, a pesticide molecule can be in a fluid phase (soil 
solution and/or soil atmosphere), sorbed on colloidal materials, and retained in 
an unextractable form. Molecules in solution are immediately bioavailable 
during a short period of time (8-10 days), as shown by Stalder and Pestemer 
(1980) for several herbicides. In the case of long periods, bioavailable amounts 
probably depend on the processes of transport to the living organisms, as was 
earlier stated by Bailey and White (1964). This is the simplest situation, 
compared with those of sorbed and unextractable molecules. As we have seen, 
bound residues partly comprise parent molecules' and partly degradation 
products. The question of their bioavailability is of some concern, and it has 
recently been discussed by Bollag et al. (1992) and Scheunert et al. (1992). 


Bioavailability of pesticide residues can be analyzed through their toxic 
effects. A first example is found in the work of Bollag et al. (1992), who 
observed that phenolic compounds were not toxic for Rhizoctonia practicoia 
when the culture medium contained extracellular lactase. They attributed this 
observation to the ability of the enzyme to transform or to polymerize the 
parent compound and then to decrease its toxicity. Another example is pro­
vided by the results of Scribner et al. (1992), who studied the bioavailability of 
aged simazine. They showed that simazine residues were less available for plant 
uptake and microbial degradation. Atrazine desorption seems to display the 
same kind of behavior, according to the results of Barriuso et al. (1992a). 


As shown in Fig. 6.20, the mineralization rate of bound residues depends on 
the nature of the organic solid phase. (Benoit 1994). 
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From a general point of view, bound residues probably have a very low 
bioavailability, if any, for plants and soil organisms. They are retained through 
covalent linkages and by entrapment in organic matter aggregates, and they 
can only be released by drastic treatments such as chemical extraction or 
pyrolysis. It is certainly unlikely to find natural phenomena in soil with such 
strong effects, so that only slow release of bound residues is probable. Some 
doubts still remain about a possible delayed hazard. The first reason is that 
several observations show that bound residues can be recovered quite a long 
time after a pesticide application. For example, Andreux et al. (1993) were able 
to extract from soil a chloroaniline which represented 15% of 14C-labeled 
buturon applied 16 years previously. The second reason is that retention by 
organic matter does not necessarily lead to the immobilization of the pesticide 
or its degradation products. When retention takes place on hydrosoluble or­
ganic polymers, pesticide water solubility can be enhanced (Chiou et al. 1986; 
Barriuso et al. 1992a) and transport may be favored (Ballard 1971; Bouchard 
1989; Andreux et al. 1993). This may contribute to increased bioavailability of 
some compounds to living organisms, particularly in aquatic media. 


6.3.3 Organo-Clays 


The use of organo-clays in wastewater treatment as alternatives to activated C 
for sorbing pollutants, and in clay liners, is of great interest to soil and en­
vironmental scientists. There is a lack of information, however, on the kinetics 
and mechanisms of organo-clay interactions with pollutants. The time-de­
pendent adsorption and desorption of phenol and aniline on hexadecyl­
trimethyl-ammonium-montmorillonite (HDTMA-montmorillonite) from 
aqueous solutions were determined by Zhang and Sparks (1993). Results on 
kinetics of phenol and aniline adsorption-desorption are presented in 
Fig. 6.21a and b. Phenol could not be completely desorbed from the 
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HDTMA-montmorillonite; about 42% of the adsorbed phenol was subse­
quently desorbed in 30 min. Desorption is relatively rapid, with little occurring 
after 30 min. These data indicate that phenol adsorption-desorption on 
HDTMA-montmorillonite is nonsingular, i.e., there is irreversibility. Deso­
rption kinetics were investigated at higher aniline concentration. About 70% of 
adsorbed aniline was desorbed within 30 min, proving again the nonsingularity 
of the process. 


From the data of Zhang and Sparks (1993), it may be observed that in both 
cases, the adsorption and desorption rates are the same during the initial stages 
of the process, and start to exhibit nonsingular behavior during the remaining 
time of contact. However, both phenol and aniline adsorption on HDTMA­
montmorillonite were partially reversible. These results may indicate that ad­
sorption does not follow a single mechanism. Modification of the clay surface 
by adding a large organic molecule such as HDTMA complicates the nature of 
the surface, which may show both hydrophilic and hydrophobic parts, as well 
as electrostatic properties. The properties of the modified surface vary with 
coverage of the surface with large molecules. Therefore, adsorbed phenol or 
aniline may be retained via various mechanisms. Some of the adsorbed mo­
lecules may be weakly bound to the surface and can be desorbed, while other 
molecules may be strongly bound to various organic parts of the adsorbent and 
cannot be easily removed. This behaviour, observed in a short time, is contrary 
to that observed by Keren et al. (1994) in borate adsorption on pyroppyllite, in 
which the adsorption-desorption reversibility was observed only after a long 
period of contact. In this last case, we are dealing with a homogeneous in­
organic adsorbing surface and the mechanism of adsorption is completely 
different. The different mechanisms of adsorption in the two cases described 
control the kinetics of pollutant desorption. 
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CHAPTER 7 


Transformation and Metabolite Formation 


After reaching the soil medium, the pollutants are partitioned among the solid, 
liquid, and gaseous phases. Part of the chemical fraction is transported into the 
gaseous phase and islost in the atmosphere. The remaining portion may be 
dissolved in the soil solution or retained within the soil solid phase as adsorbed 
molecules, entrapped ganglia, or precipitates. These chemicals are submitted to 
chemical, photochemical, and surface-induced reactions, leading to their trans­
formation in the course of time. As a result of pollutant transformation, var­
ious metabolites - which may be more or less toxic than the parent material -
are introduced into the soil medium. 


Transformation processes in soils are the results of chemical, physical, 
abiotic, and/or biologically induced processes and comprise mainly: 


1. those leading to chemical degradation and metabolite formation in the 
liquid phase and/or at the solid-liquid interface; 


2. those resulting in complexation of chemicals, leading to a change in their 
physicochemical properties; and 


3. those occurring in the liquid phase, in aqueous and/or water-immiscible 
mixtures which result from changes in the liquid composition during its 
contact with the soil medium. 


From the point of view of soil pollution, we cannot restrict our consider­
ation of the "transformation" of chemicals to their molecular changes only, 
but we have to include all the transformations of pollutants relevant to their 
behavior in soil. 


7.1 Decomposition Rate 


Independently of the factor inducing the decomposition of a chemical in the 
soil medium, the "transformation" process is controlled by a specific rate of 
decomposition which is affected by the environmental factors. Hamaker (1972) 
and Sparks (1988) showed that two basic patterns may characterize the rate of 
a decomposition process: 


1. The rate is proportional to some power of the concentration as follows: 
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Rate = -dCjdt = kcn - dCjdt = kC if n = 1, (7.1) 


where c is concentration, k is a rate constant, and n is the order of the 
reaction. This has been referred to as a "power rate model"; it becomes a 
first-order kinetic equation when n = 1. 


2. The rate depends directly upon the concentration, and simultaneously upon 
the sum of concentration and additional terms. In the case where "other 
terms" are a single constant, (7.1) can be written: 


dC k,C k, . 
Rate = <it = k2 + C = k2 C If k2 » C, (7.2) 


where k, is a maximum rate, approached with increasing concentration, and 
k2 is a pseudoequilibrium constant (pseudo, because as the reaction 
proceeds, it constantly unbalances the equilibrium represented by the 
constant). This has been referred to as a "hyperbolic rate model." 


The constant, k" depends upon the concentration of the catalytic agent. In the 
case of an enzyme (E), the Michaelis-Menten approach expresses the kinetics 
by Eq (7.3), which is a hyperbolic one 


dC VmEC 
dt Km+C' 


(7.3) 


where E is the concentration of enzyme and VmE corresponds to k,. On the 
other hand, hyperbolic rate models may apply to surface-catalyzed reactions as 
well as to enzyme kinetics. 


Hamaker (1972) emphasized the fundamental difference between the 
mechanisms behind these two basic rate models. The power rate law arises 
from the situation where reaction follows activation of molecules, singly or in 
groups, by collision. Concentration affects the rate by determining how often 
collisions and, therefore, activations can occur. This type of kinetics usually 
applies to reactions in homogeneous solution. The hyperbolic rate law reflects 
an equilibrium between a reactant and a catalyst. The complex formed from 
the two is then capable of undergoing reaction with release of the products and 
regeneration of the catalyst for further activity. The rate depends not only 
upon the concentrations of the reactant and the catalyst, but also upon the 
equilibrium constant for the formation of the complex between them that is the 
true reactant: k2 in Eq. (7.2). 


The half-life (t'/2) of a reaction is the time required for half of the original 
reactant to be conserved. A first-order reaction has a half-life that is related 
only to k and is independent of the concentrations of the reacting species. 
Sparks (1988) indicated that the half-life depends on reactant concentration for 
a second-order kinetic reaction equation. In this case, the corresponding 
equation is: 


(7.4) 
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Table 7.1. Summary of some rate equations for abiotic transfonnations. (Wolfe et al. 
1990) 


Type of Differential Integrated Half-life Linear fonn in t 
equation fonn fonna 


(-dCfdt=) 


Zero order k C=C(O) - kt 
(at C >0) 0.5C(0)jk C=C(O) - kt 


First order kC C=C(O)e-kt -Ln(0.5)jk Ln(C) = 
Ln[C(O)]- kt 


Simple second kC2 C= Ij[kC(O)] IjC= 
order C(O)j[l + C(O)kt IjC(O) + kt 


Hyperbolic k I Cj(k2+C) eCCk2 = [0.5C(0) - k2x A(C)=A[C(O)]- kit 
e[C(O)-k,tj x Ln(0.5)]jkl where 
C(0)k2 A = C + k2Ln(C) 


aC, concentration, t, time, and kJ. constants. 


where a is the initial concentration of the reacting species and y, the con­
centration of the resulting product. 


Upon rearrangement and integration we obtain 
1 1 -- - - = kt. (7.5) 


(a - y) a 


Replacing (a - y) by a/2, the following expression is obtained: 
1 


tl/2 = ak· (7.6) 


Table 7.1 summarizes the rate expressions that are in use to describe abiotic 
pollutant transformations in the soil system. 


7.2 Abiotically Induced Transformation 


Both inorganic and organic compounds can be transformed in the soil medium 
as a result of chemical processes. For didactic reasons, we can distinguish the 
following abiotic transformation pathways: (1) hydrolysis and redox reactions, 
(2) surface-enhanced degradation, (3) photodecomposition, (4) complex for­
mation, and (5) mixture transformations. We will discuss the abiotically in­
duced transformation separately for the soil-liquid phase and the soil-liquid 
interface. Whereas the transformation in the liquid phase encompasses both 
organic and inorganic toxic chemicals, at liquid-solid interfaces it is mainly the 
organic compounds which are affected. 







186 Transformation and Metabolite Formation 


7.2.1 Transformation in Soil Water 


The abiotically induced transformation of toxic chemicals in the soil liquid 
phase is a result of hydrolysis, redox, and photolysis reactions, complexation, 
and mixture transformation. 


7.2.1.1 Hydrolysis 


A bond-making-bond-breaking process characterizes hydrolysis, which may be 
described by the equation. 


RX+HO- ~ ROH+X- (7.7) 


Wolfe (1989) shows that for abiotic hydrolysis the general expression for the 
observed global rate constant, kobs, is given by 


where kH and kOH are the specific acid-base catalyzed second-order rate con­
stants, respectively; kw is the neutral hydrolysis rate constant; and kHA and kA 
are the general acid-base catalyzed hydrolysis rate constants, respectively. In 
Eq. (7.8), [H+] and [OH-] are the hydrogen and hydroxyl ion concentrations 
(activities), respectively, and [HA], [A -] are the concentrations (activities) of 
the ith pair of general acids and bases in the reaction mixture. kobs can include 
contributions from acid- or base-catalyzed hydrolysis, nucleophilic attack by 
water, or catalysis by buffers in the reaction medium. 


It is to be emphasized that, whereas in biologically induced hydrolysis, an 
initial lag period generally occurs, the abiotic hydrolysis under buffered pH 
conditions does not exhibit a lag phase. The lag phase can be observed, 
however, in the abiotic degradation, where, for example, an autocatalytic re­
action takes place. 


The abiotic hydrolysis of pollutants in water is pH-dependent. The pre­
dominant pathways in the soil water are acid-catalyzed, base-moderated, and 
neutral (pH-independent) hydrolysis. The acid-catalyzed hydrolysis reaction 
rate increases with decrease in pH, the rate being proportional to the hydrogen 
ion activity. The increase of pH as a direct proportional augmentation of the 
hydroxyl ion activity leads to a base-mediated hydrolysis process. In the case of 
a neutral hydrolysis reaction, the rates are independent of pH. 


Both inorganic (e.g., metals) and organic chemicals are subjected to a hy­
drolysis reaction in an aqueous solution. Harris (1982) showed that rate of 
hydrolysis of an organic compound, for example, is affected by pH, by specific 
acid-base effects, or by a change in compound speciation. A change in the pH 
can shift the equilibrium in favor of the charged or uncharged species which 
often have different hydrolysis rate constants. 
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The rate of hydrolysis is affected by temperature, the relation between 
temperature and the rate constant being expressed by the "Arrhenius equa­
tion" . 


(7.9) 


where A is a term depending on collision frequency, Ea(Jcal mol-I) is the 
activation energy, R is the universal gas constant, and T(K) is the reaction 
temperature. 


If, in a water phase, a number of pollutants with different properties are 
present, the hydrolysis of a chemical could be affected by the presence of a 
cosolute. This is the case of dissolved metals or humic acids acting on the 
hydrolysis of organic toxic elements present in the same water phase. This 
effect is, however, of little significance. Organic and inorganic acids, along with 
their conjugated bases, are usually common in natural waters and exhibit a 
wide variation in structure and concentration. Because of this, a general ap­
proach is needed to assess their contribution to hydrolysis. Perdue and Wolfe 
(1983) showed that by using a mathematical approach, the maximum predicted 
buffer-catalysis contribution will be < 10% of the uncatalyzed process. 


7.2.1.2 Redox Reactions 


As a result of the electron transfer, there are changes in the oxidation states of 
reactants and products. Reductants and oxidants are defined as electron do­
nors and proton acceptors. Because there are no free electrons, every oxidation 
is accompanied by a reduction and vice versa. 


In aqueous solutions the electron and proton activities are defined by the pH 


(7.10) 


which measures the relative tendency of a solution to accept or transfer pro­
tons. In an acid solution, this tendency is low and in an alkaline solution it is 
high. Similarly, we can define an equally convenient parameter for the redox 
intensity: 


pc = -log{e}. (7.11) 


pc gives the (hypothetical) electron (e) activity at equilibrium and measures the 
relative tendency of a solution to accept or transfer electrons. 


In the soil solution, only a few elements are prominent participants in redox 
processes (C, N, 0, S, Fe, Mn). The abiotic oxidation of organic pollutants 
occurs in the soil solution under aerobic conditions, and abiotic reduction may 
occur in saturated soils and sediments (Macardy et al. 1986). In general, the 
redox processes in the soil-liquid phase are light-mediated on the soil surface 
and biologically mediated within the soil profile. This aspect will be described 
separately. More data on abiotic redox processes in a water system - which 
could be applied to a soil solution - are to be found in the book by Stumm and 
Morgan (1981) on aquatic chemistry. 
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7.2.1.3 Photolysis 


The chemical environment in the top 0.5 cm of the soil is distinctly different 
from that in the bulk soil, and is also affected by the fact that this layer could 
be affected by solar radiation. This implies a possible photochemical trans­
formation of the pollutants dissolved in the soil liquid phase. 


Direct and indirect photoreactions characterize the processes at the soil­
water interface. The direct photolysis process involves the direct absorption of 
light by the substrate. 


P + light P* ---+ products, (7.12) 


where P is a photoreactive substance and P* is its excited state that reacts to 
form products. Indirect photoprocesses are initiated through light absorption 
by photoreactive components symbolized by "sens", such substances being 
referred as sensitizers. 


sens + light ---+ sens* 


sens* + P ---+ products (7.13) 


The rate of any type of photoreaction depends upon the rate of light cab­
sorption by the photoactive species Ia and the quantum efficiency of the re­
action <p, and is expressed by: 


Rate = Ia <p. (7.14) 


Zeep and Cline (1977) showed that the light absorption rate by an object in a 
water body depends upon the solar spectral irradiance as it is transmitted down 
through the water, and the geometry of the light field. 


The presence of natural products -like humus substances - in the soil liquid 
phase acts as a natural sensitizer. The electronically excited molecules are 
capable of greatly accelerating the process and determining a number of light­
induced transformations of toxic organic chemicals. Senesi and Chen (1989) 
proposed the following key energy transfer steps for a humic substance which 
becomes an excited sensitizer (HS*) and interacts with an energy acceptor 


HS ~ 1 HS* ---+ 3HS* 


3HS* ---+ HS + heat 


3HS* + TOC ---+ TOC* + HS 


TOC* photoproducts 


3HS· + O2 ---+ HS + 1 02 


102 + TOC ---+ TOC + 02. 


(7.14) 


Light absorption raises the photosensitizer molecules (HS), to their first 
excited states 1 HS·, which are very short-lived and are transformed in part to 
excited triplet states 3HS*, which are, in tum, considerably longer-lived. Such 
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triplets may, in part, decay to the ground state, or transfer energy to the toxic 
organic chemical (TOC). Thus forming its triplet state (TOC*), which then 
gives its photoproducts or transfers energy to ground state triplet oxygen, to 
produce excited singlet molecular oxygen 102, which is a powerful oxidant and 
may, in tum, decay back to its ground state or react rapidly with an acceptor 
(TOC), thus forming its photooxidation products. 


7.2.1.4 Coordinative Relationship 


If the coordinative relationships are changed as a result of a change of co­
ordinative partner or of the coordination number, a transformation occurs in 
the properties of the pollutant. Any combination of cations with molecules or 
with anions containing free pairs of electrons (bases) is called coordination (or 
complex formation); it can be electrostatic, covalent, or a mixture of both. The 
metal cation will be called the central atom, and the anions or molecules with 
which it forms a coordination compound will be referred to as ligands. 


The actual form in which a molecule or ion is present in solution emphasizes 
a specific chemical speciation. Since the soil solution contains a broad spectrum 
of dissolved and colloidally dispersed natural products, it is possible that in the 
soil liquid phase the same molecule exists in one or more species. By com­
plexation with the various components of the soil solution, the initial prop­
erties of a toxic molecule can be changed. These transformations involve such 
properties of toxic chemicals as adsorption on the soil solid phase, transport 
into the soil profile, and persistence. Transformation of the pollutant proper­
ties as the result of a change in their coordinative relationship encompasses 
both inorganic and organic toxic chemicals. 


It is operationally difficult to distinguish between dissolved and colloidally 
dispersed substances. Colloidal metal-ion precipitates, for example, may oc­
casionally have particle sizes smaller than 100 A, sufficiently small to pass 
through a membrane filter. Organic substances can assist markedly in the 
formation of stable colloidal dispersions. Information on the types of species 
encountered under different chemical conditions (types of complexes, their 
stabilities, and rates of formation) is a prerequisite to a better understanding of 
the transformation in the properties of toxic chemicals in the soil water. 


7.2.1.5 Liquid Mixture Transformations 


First, we will discuss the behavior of water-immiscible ligands. Let us consider 
a nonaqueous pollutant liquid (NAPL) mixture spill on a land surface. Re­
distribution of the NAPL mixture within the soil volume will occur with time. 
The highly volatile fraction of the NAPL mixture will be transported in the 
gaseous phase of the porous medium and subsequently into the atmosphere, 
adsorbed onto the solid phase, or dissolved in the soil aqueous phase. The less 
volatile components of NAPL mixtures will be transported as a liquid into the 







190 Transformation and Metabolite Formation 


porous medium. During their transport through the unsaturated zone, vola­
tilization, adsorption onto the solid phase, and dissolution into the soil water 
will occur. Under these conditions, the soil-liquid became a multiphase system. 
In this system, we can recognize two distinct liquid phases: the first is a non­
aqueous pollutant liquid phase (NAPL) with chemical properties different 
from the original NAPL; the second is a mixed aqueous solution of partially 
miscible organic compounds dissolved into the aqueous phase from the NAPL 
mixture. 


The chemodynamic properties of the multiphase liquid are changed, with 
respect to the initial state of their components. In the case of NAPL mixture, 
both physical and chemical properties of the initial liquids are changed. A 
second type of liquid transformation is that of a water with a given quality 
when it mixes with a second water of different chemical composition. Here, we 
are dealing with the mixing of two electrolyte solutions - one, for example, of a 
high Na content and low Ca concentration (SAR = 25), and a second one with 
a low Na content and a high Ca concentration (SAR = 2.5). The result is an 
aqueous solution with a sodium adsorption ratio different from the initial 
values, which depends ,on the ratio between the volumes of water mixed to­
gether. We can say that \he chemodynamic properties of the resulting water 
have changed and that this affects the soil quality accordingly. 


7.2.2 Transformation at the Solid-Liquid Interface 


Transformations at the solid-liquid interface include the abiotic transformation 
of pollutants in the proximity of the charged solid surface, which presents an 
environment different from that of the bulk solution. 


7.2.2.1 Surface-Induced Transformation of Organic Compounds 


The spatial distributions of ions and charge within polarizable species are 
strongly affected by the electric field emanating from charged surfaces. As a 
result, some organic compounds in direct contact with the surfaces can un­
dergo transformations enhanced by the adsorption sites. It is accepted in the 
literature to refer to the enhanced transformation of toxic organic chemical on 
the adsorption sites as a catalytic process. 


Catalytic reactions on clay surfaces were reported in the reviews of 
Chaussidon and Calvet (1974), Mingelgrin and Prost (1989), and Wolfe et al. 
(1990), and the reader is referred to these articles for detailed information. 


The catalytic reactions on clay surfaces include the hydrolysis of the organic 
molecules: hydrolysis which is affected by the type of clay and the type of 
saturating cation of the clay involved in the reaction. Mg-montmorillonite 
exhibits, for example, much weaker catalytic capacity than Ca-montmor­
illonite. Ca-beidellite and Ca-nontronite exhibit a lower capacity than Ca-
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montmorillonite (Mortland and Raman 1967). Chaussidon and Calvet (1965) 
showed that amines adsorbed on montmorillonite undergo chemical trans­
formation upon dehydration of the clay. Catalytic hydroxylation of an organic 
molecule (atrazine) on H-montmorillonite involved the substitution of a 
chlorine atom by a hydroxyl ion, the degradation product apparently re­
maining adsorbed on the clay as the keto form of the protonated hydroxy 
analog (Russell et al. 1968). Redox transformations of aromatic amines can 
occur on clay surfaces in the presence of metal ions, which are good reducing 
or oxidizing agents (Theng 1974; McBride 1985). 


Oligomerization reactions can be enhanced or inhibited by the clay surface. 
Carbonium ion formation by surface protons leads to the polymerization of 
styrene, and it has been proved that Hand H organic C-montmorillonite 
induce a catalytic polymerization (Solomon and Rosser 1965; Lahav et al. 
1978). The organic adsorbate containing an unsaturated C can interact with 
the clay acidic surface to form a carbonium ion which, being unstable, acts as 
an intermediate in numerous transformations (Fusi et al. 1983). 


Rearrangement reactions are also catalyzed by the clay surface. Mingelgrin 
and Saltzman (1979) described the rearrangements of an organophosphate 
(parathion) when adsorbed on montmorillonite or kaolinite in the absence of a 
liquid phase. The rate of the rearrangement reaction increased with the po­
larization of the water of hydration of the exchangeable cation. Table 7.2 (after 
Wolfe et al. 1990) summarizes a series of reactions catalyzed by the clay sur­
faces, as reported in various research papers. 


Organic matter is also able to enhance abiotic transformations of organic 
compounds. Stevenson (1982) showed that organic-matter enhancement of the 
transformation of the organic molecule is due to the facts that (1) the organic 
fraction contains many reactive groups that are known to enhance chemical 
changes in several families of organic substances and (2) humic substances 
possess a strong reducing capacity (Stevenson 1982). The presence of relatively 
stable free radicals in the fulvic and humic acid fractions of the soil organic 
matter further supports the assumption that the organic matter enhances 
abiotic transformations of many pesticides. 


The soil organic matter enhances the transformation of the toxic chemicals 
in soils through various pathways: hydrolysis, solubilization, and photo­
synthetization (Senesi and Chen 1989). The catalytic effects of organic matter 
on dichloro-hydroxylation of the chloro-s-triazine herbicides in soils and 
aqueous solutions have been extensively studied. Armstrong and Chester 
(1968) reported that the formation of H-bonding between the ring- or side­
chain nitrogens of the s-triazine and HA-surface acid groups cause further 
electron withdrawal from the electron-deficient carbon atom already sur­
rounded by electronegative nitrogen and chlorine atoms. This enables the weak 
nucleophile water to replace the chlorine atom, thereby increasing the rate of 
hydrolysis. 


Perdue and Wolfe (1983) proposed a general mechanism for the effects of 
organic matter on the hydrolysis kinetics of hydrophobic organic pollutants. 
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Table 7.2. Some reactions catalyzed by clay surfaces. (After Wolfe et a!. 1990) 


Substrate Reaction Type of clay Remarks 


Ethyl acetate Hydrolysis Acid clays 
Sucrose Inversion Acid clays 
Alcohols, alkene Ester formation AI-montmorillonite 
Organophosphate Hydrolysis Cu- and Mg-mont- Cu-mont. better 
esters morillonite, Cu-Beidellite catalyst than other 


Cu-Nontronite Cu-clays or 
Mg-mont. 


Organophosphate Hydrolysis and Na-, Ca- and Room and other 
esters rearrangement AI-kaolinites and temperatures. No 


bentonites liquid phase 
Phosmet Hydrolysis Homoinic In suspension 


montmorillonite 
Ronnel Hydrolysis and Acidified bentonite; AI-catalyzed 


rearrangement dominant exchange- suggested 
able cations: reaction 
H, Ca, Mg, AI, Fe(III) 


s-Triazines Hydrolysis Montmorillonitic clay Cl-analog degrades 
faster than 
methoxyor 
methoxy-thio 
compounds 


Atrazine Hydroxylation H-montmorillonite 
Atrazine Hydrolysis AI- and H- Ca- and Cu-


montmorillonite; clays much 
montmorillonitic weaker 
soil clay catalysts 


1-( 4-methoxy Hydrolysis Homoionic 
phenyl)-2,3-epoxy montmorillonites; 
propane Na-kaolinite 


DDT Transformation Homoionic clays Na-bentonite is a 
toDDE better catalyst 


than H-bentonite 
Urea Ammonification Cu-montmorillonite Air-dried clay 


at 20°C 
Aromatic arnines Redox Clays (review) In presence of 


metal ions that 
are good redox 
agents 


3,3',5,5' Tetra Redox Hectorite O2 oxidizing 
methyl benzidine agent 


Pyridine derivatives, Oligomerization Clays (review) 
olefines, dienes 


Glycine Oligomerization Na-kaolinite, 
Na-bentonite 


Styrene Polymerization Palygorskite, Weakest catalyst is 
kaolinite, and montmorillonite 
montmorillonite 


Fenarimol Dialdehyde Homoionic 
formation montmorillonite 
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The overall model for organic matter is derived by a combination of equations 
that, separately, describe partitioning equilibria and, together, acid-base and 
micellar catalysis. The resulting model predicts that the overall effect of organic 
matter in modifying hydrolysis reaction rates of toxic organic chemicals may 
be almost totally attributed to partitioning equilibria and micellar catalysis. 
The hydrolysis of chloro-s-triazines (the substitution of the chlorine by a hy­
droxyl) in soils occurs through the interaction of the pesticides with carboxyl 
groups of the soil organic matter, as reported by Armstrong and Konrad 
(1974). Stevenson (1982) suggested that after the removal of the side chain of 
phenoxyalkanoates, possibly by enzymatic action, the phenolic metabolites 
transform into humic-like substances by interaction with the amino groups of 
the soil organic matter. The above author also suggested that amines produced 
in the biological degradation of phenylcarbamates and other related pesticides 
may undergo an analogous transformation through interaction with carbonyl 
groups in the soil organic matter. The last two reactions are examples of abiotic 
transformations of intermediates produced through biotic degradation of 
pesticides. 


Among the abiotic transformations of organic toxic chemicals enhanced by 
soil organic matter, Khan (1978) includes hydrolysis of organophosphorus 
esters, the dehydrochlorination of chlorinated hydrocarbons such as DDT and 
lindane, the degradation of 3-aminotriazole, the S-oxidation of phorate, and 
the conversion of aldrin to dieldrin. 


Besides that by clay and organic matter surfaces, the adsorption of organic 
molecules by other solid components of the soil can lead to their enhanced 
transformation. Metal oxides, for examples, enhanced the redox, hydrolytic, 
and rearrangement processes of specific organic molecules adsorbed on their 
surfaces. 


Nonspecific enhanced surface transformations can be observed on charged 
surfaces which are found in the vicinity of the surface but are not specific 
adsorption sites. Wolfe et al. (1990) pointed out the strong effect of the electric 
field, originating from the charged surface, on the properties of that part of the 
liquid phase that is under the field's influence. Probably the most outstanding 
phenomenon in the interfacial region near the surface of charged solids is the 
strong dependence of the concentration of charged solutes on the distance from 
the surface. The concentration in the interfacial region of charged inductors, 
catalysts, reactants, and products can, therefore, be different from their con­
centration in the bulk solution. Another factor that can affect organic trans­
formations in the interfacial region near charged particles is the 
aforementioned influence of the electric field on the polarization and dis­
sociation of both solutes and solvents. 


The organic chemical transformation at the solid-liquid interface is affected 
by physicochemical environmental factors such as surface properties and ex­
changeable cations, temperature, and hydration status. 


The properties of the surfaces, including their saturating cations, are a major 
factor in defining the transformation mechanisms of organic molecules at the 
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solid-liquid interface or at the solid-air interface in the case of a dry soil. 
Adsorbed molecules can be transformed directly by a component of the solid 
phase or by a third adsorbed species. Properties of the solid phase, such as 
surface area and cation exchange capacity, will control the adsorption and 
consequently affect the extent of the transformation. The properties of the 
interacting cations and their hydration shells will affect the intrinsic properties 
of the solid, the surface acidity and, consequently, the adsorption catalysis 
reaction. 


The exchangeable cation saturating the surface will affect the transformation 
of organic molecules, for the following reasons: 


1. The high localized charge and the relatively accessible portion result in a 
strong interaction with anionic and polar organic compounds, directly or 
through their water of hydration. 


2. The dissociability of the water molecules in the first hydration shell of the 
exchangeable cations is higher than that of water molecules adsorbed by the 
uncharged surfaces, and these cations become preferential sites for surface­
enhanced transformations. 


3. The radius of the exchangeable cation and the arrangement of ligand water 
may have an important effect on the catalytic efficiency of the cation. 


Temperature and moisture content affect both the rate and the extent of the 
transformation process. 


The temperature dependence of surface catalysis is influenced by the tem­
perature of adsorption. An exothermic adsorption is negatively correlated with 
temperature, whereas the surface catalysis rate is positively correlated. Since an 
adsorbate can simultaneously interact with several surfaces of a heterogeneous 
adsorbent, but will do so differently according to the variations in the prop­
erties of the surface, the temperature effect will also be differentiated. 


Soil moisture content has a strong effect on the rate of biotic and abiotic 
transformation. The hydration level of the exchangeable cation may determine 
whether an adsorbate will interact with the cation directly or through a water 
bridge. The mode of interaction with the cation will, in turn, determine the 
tendency of the adsorbed pesticide to undergo any transformation enhanced by 
the cation or by its water of hydration. The dissociability of hydration water 
molecules will be lower in the presence of a free aqueous phase than in dry 
soils, where the surface (and in particular the exchangeable cations) is only 
partially hydrated. In the presence of hydration water, the mobility of the 
reactants and of the products of surface reactions is often considerably higher 
than in the absence of a liquid phase. In the latter case, the slow surface 
diffusion might dominate the transport. Under saturated conditions, when 
expandable clays swell, bulky solute molecules may interact with the interlayer 
surface sites that, under dry conditions, were inaccessible to the molecules. 


Wolfe et al. (1990) emphasized the fact that many of the abiotic transfor­
mations that organic molecules undergo in soils are acido-basic-catalyzed. In 
the absence of a liquid phase, the capacity of the soil to enhance acido-basic 
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reactions is determined by the number, dissociability and extent of dissociation 
of the acido-basic groups exposed at the surfaces of the soil solid phase. Sur­
face acidity is the parameter that is most frequently used to define the efficiency 
of a surface as an acido-basic catalyst. When a liquid phase is present, its pH 
rather than the surface acidity may become the most important parameter 
defining the tendency of acido-basic catalysis to occur in the soil. Because of 
the equilibration between the solid surfaces and the liquid phase, the extent of 
dissociation of the acido-basic groups on the surfaces varies with the pH of the 
liquid phase. Thus, the pH of the liquid phase controls both the kinetics of 
acido-basic-catalyzed reactions in the soil solution and the catalytic efficiency 
of the soil for many acido-basic surface reactions. 


7.3 Biologically Mediated Transformations 


The soil microbial population is a fascinating array of organisms, with diverse 
enzyme systems capable of deriving energy from metabolism of organic and 
inorganic compounds (Alexander 1980). The toxic chemicals reaching the land 
surface, as a result of agricultural activity, as disposal products, or acciden­
tally, are subjected to many biological reactions which can affect their persis­
tence and mobility in the soil profile. 


7.3.1 Microbial Reactions 


Microbial life is adapted to the available energy and nutrient supply under 
varying environmental conditions. The chemicals applied to the soil, on pur­
pose or by accident, may become a source of energy for the soil biomass. When 
a microbial population is offered an energy source, a specific population rapidly 
increases in numbers and activity to utilize the energy (Keeney 1983). Energy 
sources and environmental conditions interact to determine the microbial 
ecology during any microbial processes which induce the transformation of a 
given cOIJlPound or element in the soil. Table 7.3 (after Delwich 1967; Alexander 
1977) shows the classification of microbial reactions in relation to energy. 


Aerobic respiration is one of the major processes mediating chemical 
transformations, mainly through the activity of heterotrophic microorganisms. 
Carbon turnover in soils, for example, involves chemicals such as N, S, and P. 
The large polymeric molecules which compose the bulk of biological residues 
are converted to smaller units by exoenzymes and used as a source of energy 
which ultimately becomes the soil humus, which affects the behavior and 
properties of the toxic chemicals reaching the soil environment. Aerobic re­
spiration is also the cause of change in the molecular structure of organic 
agrochemicals. Autotrophic or chemoautotrophic reactions are among the 
most important aerobic processes in nitrification. Autotrophic transformation 
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Table 7.3. Classification of the main microbial reactions in relation to (top) energy 
sources and (bottom) which influence mobility of elements and compounds in soils. 
(After Delwich 1967; Alexander 1977) 


Class Electron Products 


Donor Acceptor 


Photoautotrophic H20 H2S, H2R CO2 (HCHO)n and 
other reduced 
compounds 


Respiration 
Aerobic Organic O2 CO2 + H20 


compounds 
Anaerobic Organic Many ranging Many ranging from 


compounds from the same reduced compounds 
molecule, an- oxidized compounds 
other molecule, CO2 and H2O 
CO2 or inorganic 
compound 


Chemoautotrophic Inorganic O2 or another Oxidized inorganic 
compound inorganic compound compound 


Reaction 


1. Mineralization of inorganic ions during organic matter decomposition when amount 
of element present is in excess of microbial demand , 


2. Immobilization of inorganic ions to organic forms to satisfy needs of microbial 
growth 


3. Oxidation of inorganic ions, particularly as energy sources by autotrophs although 
numerous heterotrophs also oxidize compounds but do not obtain energy from the 
process 


4. Reduction of oxidized elements, particularly when an alternate electron acceptor to 
O2 is required. However, some reduction reactions occur in which the oxidized 
species is not needed as an electron acceptor 


5. Indirect transformations leading to changes in the microenvironment (pH, depletion 
of O2 to lower Eh, addition of CO2) 


6. Production or degradation of organic ligands 
7. Methylation to produce more mobile and/or volatile compounds 


controls the oxidation of S in SO~- or S20~-, organic Fe compounds in Fe 
precipitates, or arsenite (mobile and toxic) in arsenate (nontoxic). Aerobic 
respiration also has indirect effects on the transformation of chemicals. The 
release of C02, which affects redox potential or soil pH, leads to the trans­
formation in the properties of metal ions by chelation. 


Anaerobic metabolism occurs under concentrations where the O2 diffusi0-IY 
rate is insufficient to meet the microbial demands and alternative electron 
acceptors are used. The type of anaerobic microbial reaction affects processes 
such as redox potential (Eh) , denitrification, reduction of Mn4+ and SO~-, 
transformation of selenium and arsenate, etc. Keeney (1983) emphasized that 
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denitrification is the most significant anaerobic reaction occurring in soils, 
from an agronomic standpoint. However, since nitrification and NO] reduc­
tion to NHt also produce gaseous N oxides, Firestone (1982) suggested that 
denitrification be defined as the process in which N oxides serve as terminal 
electron acceptors for respiratory electron transport. In this case, a reduced 
electron-donating substrate enhances the formation of a more oxidized N 
oxide through numerous electron carriers. 


Anaerobic conditions also lead to the transformation of organic toxic 
compounds (e.g., DDT) and in many cases, these transformations are more 
rapid than under aerobic conditions. 


Microbial methylation, is a reaction which mainly affects the change in the 
properties of toxic inorganic trace elements, and it can occur under aerobic or 
anaerobic conditions. Mercury methylation, for example, occurs under both 
conditions. Hg dimethylation leads to the input of this element into the at­
mosphere. 


7.3.2 Transformation of Inorganic Compounds 


The biologically mediated transformation of inorganic pollutants encompasses 
a broad spectrum of compounds. In the present discussion, we will refer only to 
those having a major impact on soil pollution: nitrates, phosphates, and se­
lected metals. A more comprehensive approach to this topic can be found in 
the book of Paul and Clark (1989) and in various review articles. 


Nitrification-denitrification. The conversion of NHt to N02" and NO] and 
the reduction of NO] to N02" and then to gaseous N20 and N2 are the 
microbially mediated processes involved in the nitrification-denitrification 
phenomenon. 


Nitrification is associated with chemoautotrophic bacteria which, under 
aerobic conditions, derive their energy from the oxidation of NHt to N02". 
Nitrobacter is the soil bacterium which oxidizes nitrite N02" to NO.3. In most 
habitats, this bacterium is found together with Nitrosomonas, Nitrospira, or 
Nitrosovibrio, which oxidize ammonia (NH3) to the nitrite required for NO.3 
formation. Nitrification is affected by the soil pH (optimum value varying 
between 6.6 and 8.0) and by the soil water-air ratio. Once NO.3 is formed in the 
soil, it becomes subject to transformation. In most soils, NHt released during 
soil organic matter (SOM) decomposition and not immediately reused by or­
ganisms is rapidly transformed to NO]. Once NO] is formed in soil, it may 
undergo denitrification by microorganisms to gaseous oxides of nitrogen and 
to N2. NO.3 may be taken up by organisms and used in synthesis of amino 
acids (assimilatory reduction) or, in the absence of 02, it may be used by 
microorganisms as an electron acceptor and become reduced to NHt (Paul 
and Clark 1989). The denitrification process - called enzymatic denitrification 
- is the result of assimilatory reduction of NO.3 by microorganisms and also of 
the dissimilatory reduction of nitrate to ammonium, which is accomplished by 
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Fig. 7.1. Products formed 
during denitrification in Mel­
ville loam, pH = 7.8. (After 
Cooper and Smith 1963) 


specific microorganisms in the absence of 02. Figure 7.1 shows the following 
sequence of identifiable products formed during denitrification: 


(N03) (N20) (N2). 


Under field conditions, however, not all of the intermediate products are 
converted to N2 by each of the specific reductase enzymes involved. Nitrate 
(NOn reductase, for example, causes a decrease in the enzymatic activity. 
Denitrification in the absence of O2 is caused by a large number of bacteria and 
a general list of bacteria capable of denitrification is given in Table 7.4. 


Denitrification occurs only in the presence of oxidized nitrogen and a lim­
ited presence of 02, and in an environment favorable for the growth of deni­
trifying organisms. Since denitrification is enzyme-mediated, the substrate 
concentration functions as a rate determinant. The dominant denitrifying 


Table 7.4. Bacteria capable of denitrification. (After Firestone 1982) 


Genus 


Alcaligenes 
Agrobacterium 
Azospirillum 
Bacillus 
Flavobacterium 
Halobacterium 
Hyphomicrobium 
Paracoccus 
Propionibacterium 
Pseudomonas 
Rhizobium 
Rhodopseudomonas 
Thiobacillus 


Interesting characteristics of some species 


Commonly isolated from soils 
Some species plant pathogens 
Capable ofN2 fixation, commonly associated with grasses 
Thermophilic denitrifiers reported 
Denitrifying species isolated 
Requires high salt concentrations for growth 
Grows on one-carbon substrates 
Capable of both lithotrophic and heterotrophic growth 
Fermentors capable of denitrification 
Commonly isolated from soils 
Capable of N2 fixation in symbiosis with legumes 
Photosynthetic 
Generally grow as chemoautotrophs 
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bacteria being heterotrophic, the process is dependent on carbon aerobility. 
The best environment for the activity of denitrifying bacteria includes a neutral 
pH (PH 6-8), a favorable water/air (oxygen) ratio and a soil temperature 
between 20 and 30 DC. 


Phosphorus transformations. Soil phosphorus may be a deleterious element 
when it reaches a water source where the bonding of inorganic phosphorus by 
organic ligands can lead to changed properties. Organic phosphorus can be 
found in soils in such forms as phytalis, nucleic acids and their derivatives, and 
phospholipids. Microbial phosphates are produced by most organotrophic 
members of the soil microorganism population, and microbial mineralization 
of organic phosphorus is strongly influenced by environmental parameters 
such as pH, temperature, and soil moisture content. The products produced in 
the various stages of microbially mediated transformation will have different 
properties, their transport in the soil media being affected by the type of spe­
ciation involved. Figure 7.2 shows the various forms of phosphorus in soils, 
which result from the microbially mediated transformation. 


Metal transformations include two main processes: oxidation-reduction of 
inorganic forms and conversion of metals to organic complex species, and the 
reverse conversion of organic to inorganic forms. 


Microbially mediated oxidation and reduction is the most typical pathway 
for metal transformation. Under acidic conditions, metallic iron (Feo) readily 
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oxidizes to the ferrous state (Fe2+) but at pH values greater than 5 it is che­
mically oxidized to Fe3+. Under acidic conditions the Fe3+ is readily reduced. 
Thiobacillus ferroxidant mediates this reaction - in an acidic environment - and 
derives both energy and reducing power from the reaction. Paul and Clark 
(1989) showed that before Fe2+ is microbiologically oxidized it is chelated by 
organic compounds. During the oxidation, the electrons are moved through 
the electron transport chain, with cytochrome c being the point of entrance 
into the transport chain. Both oxidation and reduction of iron are controlled 
by a series of processes. Oxidation can be caused by direct involvement of 
enzymes or by microorganisms that raise the redox potential or the pH. Iron 
reduction occurs when ferric iron serves as a respiratory electron acceptor or 
reduces by reactions with microbial end products such as formol or H2S . 


. Bacterial oxidation of Mn2+ is microbiologically mediated only in neutral 
and acidic environments, and a number of soil bacteria and fungi can oxidize 
manganese ions. 


Mercury - the most toxic metal- does not remain in a metallic form in an 
anaerobic soil environment. Microorganisms transform metallic mercury to 
methylmercury (CH3-Hg+) and dimethylmercury (CH3-Hg-CH3), which are 
volatile and adsorbable on soil organic matter and soil organisms. 


7.3.3 Transformation of Organic Toxic Chemicals 


The microbial metabolic process is the major mechanism for the transforma­
tion of toxic organic chemicals in the soil environment. Bollag and Liu (1990) 
defined five basic processes which are involved in the microbially mediated 
transformation of toxic organic molecules: 


Biodegradation, a process in which the toxic organic molecule serves as 
substrates for microbial growth. In this case, the organic molecules are used by 
one or more interacting microorganisms and metabolized into CO2 and in­
organic molecules. In this way, the microorganisms obtain their requirements 
for growth and the toxic organic molecules are completely decomposed with­
out losing metabolities in the soil environment. 


Cometabolic transformations include the degradation of toxic organic mol­
ecules by microorganisms, which grow at the expense of a substrate other than 
the toxic organic one, with the latter not being used as an energy source. This 
process, in which enzymes involved in catalyzing the initial reaction are lacking 
in substrate specificity, may lead to the accumulation of intermediate products 
which in many cases are more toxic than the parent organic molecules. 


Polymerization or conjugation is the process in which the toxic organic 
molecules undergo microbially mediated transformation by oxidative coupling 
reactions. Microbially mediated polymerization leads to the incorporation of 
xenobiotics into soil organic matter. 


Microbial accumulation is an additional microorganism-mediated transfor­
mation process which may affect the behavior of toxic organic chemicals in the 
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soil medium. The rate of accumulation depends on the properties of the mi­
croorganisms and of the toxic organics. 


Nonenzymatic transformation of toxic organics as a result of microbial 
activity is an indirect process, which occurs as a result of microbially induced 
changes in environmental parameters such as pH and redox potential. Certain 
microbial products act as photo sensitizers enhancing the photochemical de­
composition of some toxic chemicals. 


We will follow the presentation of Bollag and Liu (1990), for the principal 
processes involved in microbial pesticide metabolism to describe the major 
geochemical reactions. 


Oxidative reactions are the most important of the metabolic processes invol­
ving a group of oxidative enzymes such as peroxidases, lactases, mixed-function 
oxidases, etc. The major oxidation reactions are presented in Table 7.5. 


Hydroxylation,which can occur at the aromatic ring, at aliphatic groups and 
at alkyl side chains, makes the compound more polar, so that its solubility in 
water increases. N-dealkylation consists of the alkyl substitutions on an aro­
matic molecule where the catalytic transformation of the molecule is micro­
organism-mediated. f3-oxidation proceeds by the stepwise cleavage of two­
carbon fragments from a fatty acid; for the normal functioning of f3-oxidation, 
two protons are required on each rJ.- and f3-carbons. Decarboxylation occurs 


Table 7.5. Oxidation reactions in microbial pesticide 
metabolism. (After Bollag and Liu 1990) 


Hydroxylation 
RCH -+ RCOH 
ArH -+ ArOH 


N-Dealkylation 
RNCH2CH3 -+ RNH + CH3CHO 
ArNRR' -+ ArNH2 


p-Oxidation 
ArO(CH2)nCH2CH2COOH -+ ArO(CH2)nCOOH 


Decarboxylation 
RCOOH -+ RH + CO2 
ArCOOH -+ ArH + CO2 
Ar2CH2COOH -+ Ar2CH2 -\-- C02 


Ether cleavage 
ROCH2R' -+ ROH + R'CHO 
ArOCH2R' -+ ArOH + R'CHO 


Epoxidation 


Oxidative coupling 
ArOH -+ (Arh(OHh 


Sulfoxidation 
RSR' -+ RS(O)R" or RS(02)R' 


R = organic moiety, Ar = aromatic moiety. 
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when a carboxyl group is taken off as a result of microbial activity. It is a 
widespread microbially catalyzed reaction for naturally occurring compounds 
as well as for synthetic organic chemicals. Ether cleavage is the result of the 
separation of a hydrocarbon from an oxygen atom that functions to link it 
with the other moiety of a molecule. A suggested mechanism for the reaction is 
that cleavage is catalyzed by mixed-function oxidases, in the presence of re­
duced pyridine nucleotides and molecular oxygen. Oxidative coupling is a 
condensation reaction, catalyzed by phenol oxidases. In the oxidative coupling 
of phenol, aryloxy or phenolate radicals are formed by removal of an electron 
and a proton from the hydroxyl group. The resulting phenolate radicals then 
couple with phenolic or other compounds to yield dimerized or polymerized 
products (Brown 1967). Aromatic ring cleavage is a microorganism-mediated 
catabolic process. The type of linkage, the specific substitutent(s), their posi­
tion, and their number determine the susceptibility of an aromatic ring to 
fission. Usually, the substituents have to be modified or removed and hydroxyl 
groups inserted in appropriate positions before oxygenase enzymes can cause 
ring cleavage. Dehydroxylation is usually essential for enzymatic cleavage of 
the benzene ring under aerobic. conditions. The hydroxyl groups must be 
placed either ortho or para to each other, probably in order to facilitate the 
shifts of electrons involved in the ring-fission reaction. Dioxygenases are the 
enzymes responsible for ring cleavage, and they can cause ortho (intra-diol) or 
meta (extra-diol) fission of a catechol, forming cis, cis-muconic acid, or 2-
hydroxymuconic semialdehyde, respectively (Bollag and Liu 1990). Hetero­
cyclic ring cleavage is performed by microorganisms. In molecules with het­
erocyclic rings, the path followed by the degradation process is complicated by 
the hetero atoms, usually N, 0, and S, which contribute to the decomposition 
reactions, through their individual characteristics. Sulfoxidation reaction im­
plies the enzymatic conversion of a divalent compound to a sulfoxide such as 
sulfone. The oxidation of organic sulfides and sulfites to the corresponding 
sulfoxides and sulfates can be catalyzed by minerals. However, it is often 
difficult to distinguish between biologically or chemically induced reactions .. 
Microbially mediated reduction reactions may include the reduction of nitro 
groups and of double or triple bonds, sulfoxide reduction and reductive de­
halogenation (Table 7.6). The reduction of the nitro group to amine involves 
the intermediate formation of nitrase and hydroxyamino groups. Other re­
ductive reactions involve the saturation of double bonds, and reduction of 
aldehydes to alcohols, of ketones to secondary alcohols, and of certain metals, 
etc. 


Hydrolytic reactions could involve organic toxic molecules which have ether, 
ester, or amide linkages. In the case of hydrolytic dehalogenation, a halogen is 
exchanged with a hydroxyl group, this reaction being microbially mediated by 
the hydrolytic enzymes excreted outside the cell by many microorganisms. 


In general, enzymes involved in the hydrolytic reactions include esterase, 
acrylamidase, phosphatase, hydrolase, and lyase. Bollag and Liu (1990) em­
phasized that it is often difficult to determine the original catalyst of the re-
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Table 7.6. Reduction and hydrolysis microbial mediated 
reactions of synthetic pesticides. (After Bollag and Liu 1990) 


Reduction of nitro group 
RN02 -+ ROH 
RN02 -+ RNH2 


Reduction of double bond or triple bond 
Ar2C = CH2 -+ Ar2CHCH3 
RC=CH -+ RCH = CH2 


Sulfoxide reduction 
RS(O)R'-+RSR' 


Reductive dehalogenation 
Ar2CHCCl3 -+ Ar2CHCHCh 


Ether hydrolysis 
ROR' + H20 -+ ROH + R'OH 


Ester hydrolysis 
RC(O)OR' + H20 -+ RC(O)OH + R'OH 


Phosphor-ester hydrolysis 
(ROhP(O)OR' + H20 -+ (RO)2P(O)OH + R'OH 


Amide hydrolysis 
RC(O)NR'R" + H20 -+ RC(O)OH + HNR'R" 


Hydrolytic dehalogenation 
RCI + H20 -+ ROH + HCI 


R = organic moiety, Ar = aromatic moiety. 
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action since specific environmental conditions or secondary effects of microbial 
metabolism create opportunities conducive to hydrolysis. 


Synthetic reactions occur under the influence of microbial activity, when 
toxic organic chemicals are linked together or linked in the natural organic 
compounds found in the soil medium. Bollag and Liu (1990) divided the 
synthetic reactions into: conjugation reactions, which involve the union of two 
substances, and condensation reactions, which yield oligomeric or polymeric 
compounds. Conjugation reactions such as methylation and acetylation com­
monly occur during microbial metabolism of xenobiotics. Microbial pheno­
loxidases and peroxidases catalyze the transformations of anilic or phenolic 
compounds to polymerized products. 


7.4 Examples 


The following examples will illustrate both abiotically and biologically medi­
ated transformation of toxic chemicals occurring in the soil liquid phase as well 
as at the soil solid/liquid interface. As in the previous chapters, the examples to 
be included were randomly selected and are used to illustrate the basic pro­
cesses of chemical transformation in the soil medium. 
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7.4.1 Hydrolysis 


As a process leading to the transformation of a pollutant both in the liquid 
phase and at the solid/liquid interface, hydrolysis will be illustrated by the 
behavior of parathion, an organophosphorus compound used for many years 
both in plant-protection practices and for domestic use. Evidence of parathion 
hydrolysis in an aquatic environment was obtained during the 1960s and 
summarized by Gomaa and Faust (1971). Since most organophosphorus pes­
ticides hydrolyze, their persistence in natural waters may be controlled by 
chemical forces rather than by biological activity. An order of magnitude of 
persistence and/or appearance of hydrolysis products of organophosphorus 
pesticides in natural waters may be obtained from kinetic studies. The rates of 
hydrolysis of parathion were found to be pH-dependent, i.e., the reaction was 
catalyzed by hydronium or hydroxide ions: 


5(0) 
U 


OP(OCt HS )2 o + H20 


NOt 
OH 6 + (7.15) 


N02 


Table 7.7 shows the hydrolysis rate constants and half-lives of parathion at 
different pH at a temperature of 20°C. 


An order of magnitude of persistence and/or appearance of hydrolysis 
products of parathion and paraoxon in natural water is obtained from the 
kinetic data. Gomaa and Faust (1971) showed that, in general, at 200 e para­
thion hydrolysis proceeds slightly faster than that of paraoxon under acidic or 
neutral conditions. The reverse is true under alkaline conditions, where para­
oxon hydrolysis is approximately seven times faster than that of parathion at 
pH = 9 and five times faster at pH = 10.4. 


The surface-enhanced hydrolysis of parathion was proved by Saltzman et al. 
(1974) using kaolinite, a model material for the soil solid phase. The de­
gradation of parathion was found to proceed via the hydrolysis of the phos-


Table 7.7. Hydrolysis of parathion at 20°C. (After Gomaa and 
Faust 1971). 


pH Parathiona tl/2 h 
Kob h- I 


3.1 1.65 x 10-4 4182 
5.0 1.88x 10-4 3670 
7.4 2.66x 10-4 2594 
9.0 1.32 x 10-3 523 


10.4 2.08x 10-2 33.2 


Kob = observed rate constant; tl/2 = half-life. 
alnitial parathion concentration = 3.948 x 10-5 M. 
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phate ester to p-nitrophenol and diethyl thiophosphate. The kaolinites were 
found to catalyze the hydrolysis. The nature of the exchangeable cation greatly 
affected the rate afhydrolysis. Ca-kaolinite was the most active in inducing the 
degradation of parathion, the hydrolysis being twice as fast as in a water 
solution at pH = 8.5 at the same temperature. The presence of a large excess of 
water decreased the catalytic effect of the kaolinite. The mechanism of the 
hydrolysis is via adsorption of the parathion upon the exchangeable cation or 
its hydration shell. The temperature dependence of the process is consistent 
with this proposed mechanism. 


Figure 7.3 shows the persistence of parathion on various monoionic kao­
linites. It may be clearly observed that parathion degradation was controlled 
by the clay surface. Saltzman et al. (1976) emphasized that the degradation rate 
of parathion on kaolinite was dependent on the nature of the saturating cation, 
and the process was hindered by the presence of free water. Since the de­
gradation rate on oven-dried clays was much slower with Na- than with Ca­
kaolinite, it was suggested that the determining factor in the degradation could 
be the presence of cation hydration water on clays, that is, the capacity of the 
various cations to retain their hydration shell when dried at 105°C. Additional 
sorbed water on Na-kaolinite enhanced the catalytic effect of the clay, as 
compared with that of the oven-dried clay. A slight increase in the moisture 
content above that corresponding to sorbed water results in a steep decrease in 
the degradation rate. This statement is illustrated by Fig. 7.4, which empha­
sizes the relationship between the hydrolysis of parathion and the kaolinite 
water content during a 15-day incubation period. The differences observed 
between the Ca, Na, and AI-kaolinites are explained by the different hydration 
capacities of the above cations. In the case of bentonite (Ca-saturated), re­
duction of the moisture content increases the relative rate of the rearrangement 
reactions while decreasing the direct hydrolysis rate. 
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Fig. 7.3. Hydrolytic degradation kinetics of 
parathion on kaolinite surfaces. (After 
Saltzman et al. 1974) 
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Fig. 7.4. Surface degradation of parathion on kaolinite after 15 days of incubation, as 
affected by the clay water content, in the presence of different exchangeable cations. 
(After Saltzman et al. 1976) 


The hydrolysis of parathion is not only an abiotic process but can also be 
enzymatically mediated. Heuer et al. (1976), in laboratory experiments in 
which phosphatase was applied to parathion in water solution, adsorbed on 
soil solid surfaces and in soil extract (all previously sterilized), found an ob­
vious effect of phosphatases on parathion in solution but no effect on para­
thion adsorbed on solid surfaces. 


Assuming that the enzymes do not act when adsorbed on soil surfaces, the 
authors silggested that the interaction between them and the parathion oc­
curred only when both components were not adsorbed. Nelson (1981) suc­
ceeded in isolating from soil a bacterium able to hydrolyze parathion 
(Arthrobacter sp.), but the bacterially induced hydrolysis ceased when the 
p-nitrophenol - the parathion hydrolysis product - exceeded an amount of 
1 mM, and became toxic to bacteria. 


7.4.2 The Redox Process 


Leading to the transformation of metals in soils, the redox process can be 
chemically or biologically mediated. Iron, for example, exists in oxidation 
states Feo, Fe2+, and Fe3+. Under acidic conditions, metallic iron Feo readily 
oxidizes to the ferrous state (Fe2+). At pH values less than 5.0, the Fe2+ state is 
stable, but at pH values greater than 5.0 it is chemically oxidized to Fe3+. In 
tum, Fe3+ is readily reduced under acidic conditions but is precipitated in 
alkaline solution. Since the oxidation of Fe2+ is spontaneous at pH values 
above 5.0, it is difficult to prove that the reaction is enzyme-controlled at higher 
pH values. Just as iron can be oxidized by the direct involvement of enzymes, 
or nonenzymatically by microorganisms that raise the redox potential or the 
soil pH, iron reduction can occur via a number of processes. Ferric iron can 
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serve as a respiratory electron acceptor. It can also be reduced by reaction with 
microbial end products such as formate or H2S.Fungi, such as Alternaria and 
Fusarium, and bacteria, such as Bacillus, have been found capable of Fe3+ 
reduction. The enzyme, nitrate reductase may be involved in these reactions, 
and the presence ofN03 usually provides a high enough redox potential, pc, to 
inhibit iron reduction (Paul and Clark 1989). 


As an example of oxidation kinetics, we selected the behavior of arsenic in 
soils. In the soil environment, there can also be found manganese (III/IV) and 
iron (III) oxides, which can oxidize metals such as As (III) to As(V) (Oscarson 
et al. 1981). This is a beneficial effect since As (III) is extremely toxic, soluble in 
water, and more easily transportable than As(V). When one arsenic compound 
such As(III) (HAS02) is added to a soil containing Mn02, it can be either 
oxidized to As(V) (H3As04) or sorbed by soil solids. Oscarson et al. (1983) 
proposed the following scheme of oxidation: 


HAs02 + Mn02~(Mn02) . HAs02 


(Mn02) . HAs02 + H20~H3As04 + MnO 


H3As04 ~ H2AsO; + H+ 


H2AsO; ~ HAsO~- + H+ 


(Mn02) . HAs02 + 2H+ ~ H3As04 + Mn2+. 


The first step is formation of an adsorbed layer. With oxygen transfer, 
HAs02 is oxidized to H3As04. At pH ~ 7, the major As(lIl) species is ar­
senious acid (HAs02), but the oxidation product H3As04 should dissociate to 
form equal quantities of H2As04" and HAsO~- with little H3As04 present at 
equilibrium. Thus each mole of As(lIl) oxidized releases about 1.5 mol H+ into 
the system. Assuming that no other reaction takes place, pH will be lowered 
but will remain at about 7.0. The H+ produced after dissociation of H3As04 
reacts with the HAs02 adsorbed on Mn02, forming H3As04 and leading to the 
reduction and dissolution of Mn. Therefore, every mole of As (II) that is oxi­
dized to As(V) results in a mole of Mn(IV) in the solid phase being reduced to 
Mn(lI) and partially dissolved in solution. 


The kinetics of chemical oxidation can be illustrated by the behavior of two 
pesticides: diquat and paraquat. Gomaa and Faust (1971) showed that the 
rates of oxidation of these two pesticides by potassium permanganate was 
dependent upon the hydronium ion concentration, pH and temperature 
(Table 7.8). The authors observed that the activation energy for the diquat­
KMn04 reaction at pH = 9.1 is approximately 1 kcal smaller than that for the 
paraquat-KMn04 oxidation under the same conditions. The activation energy 
was increased by about 4 kcal as a result of decreasing the pH from 9.1 to 5.1. 
This was observed also for the paraquat-KMn04 system. The rate of reaction 
of diquat-KMn04 at pH 9.1 is about 100 times faster than the rate at pH 5.1. 
The same is true with respect to paraquat oxidation. This means that po­
tassium permanganate is a more effective oxidant of dipyridylium cations in an 
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Table 7.8. Effect of pH and temperature on diquat and paraquat oxidation by potassium 
permanganate. (After Gomaa and Faust 1971) 


Temp. Cc) Kob I mor! min-! 


Diquat - KMn04 Paraquat - KMn04 


pH 5.1 pH 9.1 pH 5.1 pH 9.1 


lO 0.053 6.71 0.040 4.73 
20 0.126 14.54 0.111 9.64 
30 0.275 23.46 0.232 17.99 
40 0.501 41.28 0.425 33.61 


Initial concentrations were: diquat=4.16xlO-5 M, paraquat=3.65xlO-5 M, and 
KMn04 = lO-3 M. 


alkaline medium than in acid medium. This may be due to the decrease in 
activation energy of the oxidation as the pH value is increased. 


The oxidative reactions in microbial pesticide metabolism have already been 
discussed in this chapter. The degradation of the herbicide 2,4-D is presented 
as an example. 2,4-D is degraded to 2,4-dichlorophenol, which can be oxida­
tively coupled by phenol oxidases. Minard et al. (1981) showed that a fungal 
lactase isolated from the soil fungus Rhizoctonia praticola polymerized 2,4-
dichlorophenol to dimeric [Eq.(7.16)] and higher oligomeric products. In this 
investigation, it was established that the herbicidal phenol intermediate formed 
cross-coupling products with phenolic humus constituents such as orcinol, 
syringic acid, vanillic acid, and vanillin. 


QOC~~ 1-::,... 


CI 


OH OH 


CIAhCI 


VV (7.16) 


CI CI 


Reductive dissolution of oxide/hydroxide mineral can be enhanced by both 
organic and inorganic reductant. Stone (1986, 1987a,b), studying the reductive 
dissolution of manganese oxides by organic reductants, proposed two general 
mechanisms for electron transfer between metal ion complexes and organic 
compounds: inner-sphere and outer-sphere. Both mechanisms involve the 
formation of a precursor complex, electron transfer with the complex, and 
subsequent breakdown of the successor complex. In the inner-sphere me­
chanisms, the reductant enters the inner coordination sphere by way of ligand 
substitution and bonds directly to the metal center before electron transfer. In 
the outer-sphere mechanism, the inner coordination sphere is left intact and 
electron transfer is aided by an outer-sphere precursor complex. The two 
mechanisms can occur in parallel, and the overall reaction is dominated by the 
faster pathway (Fig. 7.5). 


A specific example is the reactive dissolution of Mn by two microbial me­
tabolites: oxalate and pyruvate (Stone 1987). The rate of dissolution was di-
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Fig. 7.5. Reduction of trivalent metal oxide surface sites by phenol (HA) showing inner­
sphere and outer-sphere mechanisms. (Stone 1986) 


rectly proportional to organic reductant concentration and increased as pH 
decreased. For oxalate, the rate of reductive dissolution at pH 5.0 was 27 times 
greater than at pH 6.0. For pyruvate, a similar change in pH increased the rate 
by a factor of 3 only. 


A similar effect of pH on dissolution rates of Mn(III/IV) oxides was ob­
served by Stone (1987) with substituted phenols. In this study, phenols with, 
alkyl, alkoxy, or other electron-donating substituents were more slowly de­
graded. He found that p-nitrophenol, the most resistant phenol studied, re­
acted slowly with Mn(III/IV) oxides. 


The implications of these results are extremely important, as they show that 
abiotic oxidation by Mn (III/IV) oxides can be a degradation mechanism for 
substituted phenols. 


7.4.3 Photolytic Degradation 


Photolytic degradation of pesticides can be used as an example of the photo­
lysis process. 


Direct photolysis, in liquids, is controlled by the absorption of sunlight by 
pesticides. Depending on their molecular configurations, the pesticides exhibit 
different absorption spectra (Fig. 7.6). Trifluralin and methylparathion are 
examples of pesticides that absorb sunlight strongly. The pesticide 3,4-di­
chloramine absorbs at shorter wavelengths and methoxychlor absorbs sunlight 
only weakly (Wolfe et al. 1990). The photolytic degradation of paraquat as 
described by Bollag and Liu (1990), shows that paraquat is transformed to N­
methyl-isonicotinate and methylamine. A Gram-positive bacterium was iso­
lated that is capable of using N-methyl-isonicotinate as the primary C source. 
Whole cells and cell-free extracts of this bacterium degraded the substrate by 
hydroxylation and N-demethylation, followed by further hydroxylation and 
subsequent cleavage of the pyridine ring, resulting in the formation of malamic 
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Fig. 7.6. Absorption spectra of four pesticides. (Wolfe et al. 1990) 


acid. The degradation of paraquat and cleavage of the pyridine ring by bacteria 
is shown in Fig. 7.7. 


Indirect, sensitized, photolysis of uracil derivatives in water is reported by 
Acher and Saltzman (1989). Bromacil solutions exposed to sunlight in the 
presence of dye sensitizers and dissolved oxygen undergo fast chemical trans­
formations. The rate of the reaction is pH-dependent, being greater at alkaline 
pH. Under optimal reaction conditions, the reaction was completed after about 
1 h. The major product formed, comprising 83% of the yield, has been iden­
tified as a mixture of diastereoisomers of 3-sec-butyl-5-acetyl-5-hydro­
xyhydantoin. The mechanism proposed is based on singlet oxygen reactions 
with the double bond of the uracil ring, followed by a fast OH- -catalyzed 
rearrangement, with concomitant loss of bromine. 


The first step of the reaction is the formation of the intermediate compounds 
A and B. In the second step, A and B are transformed by an OH- -catalyzed 


Paraquat -.-.. 


Fig. 7.7. Degradation of paraquat, photodegradation product, and cleavage of pyridine 
ring by a bacterium. (Bollag and Liu 1990) 
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rearrangement to the intermediate C, which undergoes ring opening (D) and 
further ring closure, to give the major photodegradation product. Further 
irradiation of the reaction mixture resulted in the decomposition of this pro­
duct and the formation of unidentified polar compounds. The phytotoxicity of 
the photoreaction mixtures, and of the main photodegradation products of 
bromacil isolated, was tested with sorghum, which is very sensitive to uracil 
derivatives (Saltzman et al. 1982). At concentrations equal to or higher than 
those expected to result from the regular use of bromacil, neither the main 
photooxidation products, nor the photoreaction mixtures were phytotoxic. The 
dye sensitizer,' methylene blue, at concentrations 20 times higher than those 
generally used in photoreactions, inhibited the development of the radicles of 
the sorghum seedlings. However, its leuco-form, resulting from irradiation, 
was nonphytotoxic. 


A new catalytic system composed of an inorganic n-type semiconductor 
(Ti02) and an organic polymer (polyaniline), both immobilized in the same 
PVC membrane, was used for photodegradation of atrazine, propoxur, and 
terbuthylazine in aqueous solutions (Militerno et al. 1993). From Fig. 7.8 it 
may be seen that the use of immobilized Ti02 and polyaniline on an organic 
membrane consistently increased the degradation rate of the pesticides at the 
end of the process. Future studies will show whether the inclusion of semi­
conductors and organic polymers on clay membranes or on soil solid surfaces 
will have the same degradative effect on toxic organic molecules. 


Because of the light-attenuating effect, the rates of direct photolysis of 
pesticides on soil surfaces are much slower than the rates of photolysis in water 
and on foliage surfaces. Nilles and Zabik (1975) found that more than 80% of 
fluchloralin had degraded after 60 h of irradiation in water, while more than 
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Fig. 7.8. Catalyzed (- -) and noncatalyzed (-) photodegradation of Atrazine (x), 
Terbutylazine (_), and Propaxur (A). (Militemo et al. 1993) 
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80% of Basalin, a formulation of fluchloralin, remained after 80 h of irra­
diation on a 0.5-mm-deep sandy loam soil. Similarly, they observed more than 
80% loss of bentazone when it was irradiated in distilled water for 24 h while 
more than 50% of Basagran, a formulation of bentazone, remained after 120 h 
of irradiation on the soil solid surfaces (Nilles and Zabik 1975). 


A reduction in photolysis rate was observed when the herbicide flumetralin 
was irradiated on soil, compared with the rate on leaf surfaces, on silica gel, on 
glass plates, and in solution. The photolysis rate was substantially lower on 
soils and leaf surfaces than in the other systems (Miller and Zepp 1983). These 
difference's were probably due to differences in light attenuation. 


Light attenuation by soils is probably responsible for the relatively low rate 
of xenobiotic photolysis on soils. It is unclear, however, whether this light 
reduction is because of bulk attenuation or due to an internal filtering phe­
nomenon. Evidence for this internal filtering effect was also provided by Miller 
and Zepp (1979), who demonstrated that the photolysis rate of DDE on sus­
pended sediments is dependent on the time allowed for sorption on the sedi­
ments. The DDE equilibrated with suspensions of two different sediments for 4 
days underwent photolysis more rapidly than DDE equilibrated with the se­
diments for 60 days. In both cases, photolysis did not follow simple first-order 
kinetics, and the rate constants decreased throughout the irradiation period. 
For the longer equilibration period, the decrease in rate was more rapid and 
approached zero when about 50% of the DDE had been degraded. For the 
shorter equilibration period, as much as 90% of the DDE was photodegraded. 
It has been suggested that approximately 50% of the DDE migrated to a 
microenvironment where the chemical may not been exposed to radiation 
(Wolfe et al. 1990). 


The photolysis of pesticides in soils is still poorly understood, and additional 
studies are required to provide a basis for estimating photolytic degradation of 
organic molecules in the soil environment. 


7.4.4 Coordinative Transformations 


Coordinative transformations leading to changes in pollutant behavior in soil 
as a result of the changes in their physicochemical properties, can be ex­
emplified by the effect of complexation on heavy metals and/or organic mo­
lecules. Cadmium adsorption and mobility in soils was affected by its 
complexation with sewage sludge components. Lamy et al. (1993) reported on 
an experiment in which anaerobically digested liquid sewage sludge was ap­
plied as a single treatment to a loamy hydromorphic drained soil, characteristic 
of agricultural soils in the north of France, at a rate of 11 Mg of dry solids 
ha- l . Total Cd concentrations in the drainage waters, from both amended and 
unamended plots, were monitored at selected times to follow the mobility of 
Cd after sludge disposal. The drained groundwater of the plot that exhibited 
the highest discharge of sludge soluble organic matter (SSOM) exhibited about 
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Fig. 7.9. Cd concentration in drainage waters of treated and untreated plots at selected 
times after sludge application. (After Lamy et al. 1993) 


twice the Cd levels of the control plot during the first few weeks following 
sludge disposal (average of 3 and 1. 5 Jlg 1-1, respectively). The Cd con­
centration in drainage waters of the treated and untreated plots at selected 
times after sludge application are shown in Fig. 7.9. Laboratory experiments 
were conducted to provide estimates of the relative binding strengths of Cd-soil 
interactions and Cd-SSOM interactions. The adsorption data for Cd in the 
presence of a mixture of soil (13.3 g I-I) and SSOM (0.87 mmol H+ K-I) are 
shown in Fig. 7.10, where the points are the experimental data and the dotted 
lines correspond to the behavior of Cd in the presence of soil alone or of SSOM 
alone (in this case, the data correspond to complexed Cd in solution). The 
behavior of Cd in a mixed sludge-soil system showed that the addition of 
sludge soluble organic matter to the soil leads to a decrease in the sorption of 
this cation across the pH range between 5.0 and 7.0. 


This associated field and laboratory experiment highlighted the role of so­
luble organic matter from the sludge in complexing Cd in solution, and its role 
in diminishing Cd retention in the investigated soil. It helps in the under­
standing of chemical speciation in the aqueous phase of soil when sewage 
sludge has been added; that is, speciation which leads to the transformation of 
Cd properties with regard to its behavior in soil. 


Toxic organic molecules can also be bound by the water-soluble organic 
materials which occur naturally in soils or originate from organic amendments 
applied to the land surface. Madhun et al. (1986) reported on the binding of 
herbicides by water-soluble organic substances from soils. Evidence obtained 
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Fig. 7.10. Comparison of the behavior 
of Cd (200 Jlmol 1-1) in the mixed 
system (soil + SSOM) with the two 
simple ones: Cd + soil alone and 
Cd + SSOM alone. In this case, data 
correspond to complexed Cd in solu­
tion. (After Lamy et al. 1993) 


by the gel filtration method is offered for the binding of bromacil (5-bromo-3-
sec-butyl-6-methyluracil), diuron [3-(3,4-dichlorophenyl)-1, 1-dimethylurea], 
chlorotoluron [3-(3-chloro-4-methylphenyl)-I, 1-dimethylurea], and simazine 
(2-chloro-4,6-bis-ethylamino-s-triazine) by water-soluble soil organic materials 
(WSSOM). Infrared and gel filtration data showed that the WSSOM consist of 
compounds with molecular masses in the range of 700 to 5000 daltons, and 
very closely resemble the fulvic acids present in soil and surface waters. The 
tendency of these herbicides to complex with WSSOM is: diuron < chlor­
toluron < bromacil < simazine. 


In Fig. 7.11 a representative elution diagram demonstrating the binding of 
herbicides with WSSOM is shown. The appearance of a herbicide-deficient 
zone (trough) in the elution profile (Fig. 7. 11 a) provides a criterion of binding 
of the herbicide by WSSOM, as does the presence of excess herbicide in the 
WSSOM peak. Figure 7.11a shows the coincidence of the bromacil-WSSOM 
trough with the elution volume of the herbicide. The three peaks in the 
WSSOM-bromacil elution diagram coincide almost perfectly with WSSOM 
peaks (Fig. 7 .11 b). This elution curve also shows that bromacil association was 
proportional to WSSOM binding. The amount of herbicide bound by WSSOM 
was calculated from the elution diagram of the herbicide-WSSOM complex. 
The amount of diuron, bromacil, and chlorotoluron complexed by WSSOM 
was about 70 times the amount sorbed by the soil from which the WSSOM was 
extracted. The binding by the water-soluble organic materials may determine 
the importance of transformations in the mobility arid transport of pesticides 
and pollutants in the environment. 
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Fig. 7.l1a,b. Elution curve ofWSSOM-bromacil superimposed on a the elution profile 
of bromacil and b the elution pattern of WSSOM. (After Madhun et al. 1986) 


7.4.5 Liquid Mixture Transforniations 


Occurring both in aqueous solution and in water-miscible liquids, these lead to 
changes in their interactions with the soil solid phase. 


The field and laboratory studies of Thellier et al. (1990a, b) illustrate the 
changes in soil properties as a result of mixing irrigation water of several 
different compositions with saline drainage water. The soil column experiment 
was designed to simulate physicochemical conditions in a field experiment 
conducted in the western San Joaquin Valley, where an Entisol above a shal­
low, saline aquifer was irrigated with waters of varying quality. Columns 0.46 
m long containing the Entisol were leached with "California Aqueduct water" 
(EC=O.72 dS m- l, SAR=4 molel/2m-3/2) or with saline "well water" (EC= 
8 dS m- l, SAR = 13 mole 1/2m-3/2) for periods up to 1 year. When a simulated 
"aquifer" was 0.43 m below the soil surface, leaching with aqueduct water 
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produced a positive downward gradient of soluble salt concentrations and 
exchangeable Na+, whereas leaching with well water produced a dramatic 
increase of sodicity at the soil surface and a zone of soluble bivalent cation 
accumulation about 0.2 m below. These effects reflected the combined influence 
of the applied water quality and evaporative capillary rise from the saline 
"aquifer" . 


Evaporation from the soil columns creates an upward flow. This zone from 
where evaporation originates is also a zone of accumulation of soluble salts, 
which can be depleted, however, each time an irrigation occurs, to be reinstated 
by subsequent evaporation. Leaching with aqueduct water produced a net 
depletion of soluble cations near the soil surface, particularly in the case of 
Na +. This dilution effect dissolved calcite, lo~ered SAR, and caused ex­
changeable Ca2+ to replace exchangeable Na (Fig. 7.12). Leaching with saline 
well water produced a net accumulation of Na + near the soil surface. This 
difference in the depth of accumulation is probably a result of the greater 
mobility of Na+ in the water moving upward by capillarity to evaporate. The 
combination of evaporative flux and saline applied water led to high salinity 
above the O.2-m depth and high sodicity near the soil surface (ESP~20-40%). 
After the simulated "aquifer" was withdrawn, soil saturation extracts indicated 
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in soil columns leached with aqueduct 
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unleached soil. (Thellier et al. 1990a) 
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equilibration with the applied waters after 0.5-1 year, the rate being greater 
under leaching. 


Thellier et al. (1990b) reported that the results of the accompanying field 
experiment were similar to those obtained in the column experiment. Both 
salinity and sodicity in the soil samples increased with decreasing applied water 
quality, and all of the samples were saline and sodic and contained more calcite 
at the end than at the initiation of the field experiment. The samples from plots 
receiving well water had developed values of electrical conductivity and sodium 
adsorption ratio (SAR), as well as an exchangeable sodium percentage-SARe 


relationship, identical to those observed after 1 year in a companion soil col­
umn experiment. The samples from plots receiving aqueduct water were more 
saline and sodic than those in the corresponding soil column experiment, 
however, probably because of less effective leaching in the field experiment. 
The similarity of the field soils and soil columns irrigated with well water 
indicates that the principal mechanisms governing the effects of saline irriga­
tion water on the Twisselman soil evolved within a relatively short period. The 
fact that the ESP-SAR relationship for field and column soils were indis­
tinguishable is also evidence that the column behavior simulated the natural 
equilibration process when saline water was applied. 


The authors emphasize that the most dramatic deterioration of soil chemical 
properties was observed when the field soil was subjected only to saline 
groundwater evaporation, whereas irrigation with water of any quality tended 
to diminish the deleterious effect of evaporative capillary rise. 


The above combined column-field experiment provides a classical example 
of the transformation caused in the soil solution by the mixing of waters of 
different qualities and the effect of this transformation on the soil properties. 


When a nonaqueous liquid mixture (NAPL) has already been applied to a 
soil surface, the transformation in the quality of the mixture caused by the 
differing behavior of the several components of the mixture affects its behavior 
in soil. Galin et al. (1990) reported on the effect of volatilization on the physical 
properties of kerosene - a petroleum product, characterized by a mixture of 
hydrocarbons with different vapour pressures. As a result of volatilization of 
the light fractions of kerosene, the physical properties of the remaining liquid 
change prqgressively. Table 7.9 summarizes the effect of differential volatili-


Table 7.9. Effect of volatilization on .physical properties of the remaining kerosene. 
(After Galin et al. 1990) 


Amount Viscosity Surface tension Density 
volatilized (Pa sx 10-3) (N mol) (g cm-3) 


(%) 


0 1.32 2.75 0.805 
20 1.48 2.78 0.810 
40 1.78 2.80 0.818 
60 1.96 2.78 0.819 
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zation on the kerosene viscosity, surface tension and density. When 20, 40, and 
60% of the initial amount had been lost by transfer of the light hydrocarbon 
fractions to the atmosphere, the viscosity of the remaining kerosene was the 
property most affected. Negligible effects were observed on the liquid density 
and no effect on the surface tension. 


Since the kerosene viscosity was the property most affected by the volatilj­
zation, more attention was given to this. Figure. 7.13 shows the relationship 
between the viscosity of the liquid and the percentage of kerosene remaining 
after volatilization. Viscosity and interfacial tension are the liquid properties 
that control the transfer of NAPL through an inert porous medium. Although 
surface tension measurements showed that the initial value of 2.75 N m- I was 
not significantly changed during the volatilization process, the evaporation of 
the volatile fraction of the kerosene led to an increase in its viscosity during its 
incubation in the porous medium. Galin et al. (1990) emphasized that volati­
lization was the major physicochemical process affecting the transport of 
kerosene in the inert porous medium. For example, the infiltration rate in 
sands has been reported to decrease by about 20% when the viscosity increased 
form 1.3 x 10-3 to 2.0x 10-3. Pa S-I. 
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CHAPTER 8 


Pollutants Transport in the Soil Medium 


After reaching the soil-solid surfaces, before, while, or after being subjected to 
biologically or chemically induced transformation, or retained by the soil 
constituents as sorbed or bound residues, the pollutants are redistributed in the 
soil profile as solutes and/or water-liquids immiscible, in gaseous form or ad­
sorbed on colloids and other fine particles. The extent of this redistribution and 
the kinetics of redistribution are controlled by both soil and pollutant prop­
erties, by the environmental conditions, and by the management of the pol­
luted lands. 


The interphase transfer of the pollutants can also occur during the redis­
tribution of the chemicals along the soil profile. The kinetics and extension of 
the processes involved, such as dissolution, volatilization, and retention, 
should be considered in analyzing the transport of chemicals in soils. The 
above processes were broadly presented in Part II of this book and will not be 
discussed in this chapter. The fates of the chemicals during this transport 
through the soil medium are also affected by the reactions of chemicals in soils. 
These reactions, which were discussed in the previous chapters are: speciation­
dissolution-precipitation (Chap. 3), and biologically and chemically induced 
degradation (Chap. 7). All these reactions should be considered when dealing 
with the redistribution of the contaminants in the soil profile. 


A tremendous amount of research has been devoted to the modeling of 
transport processes. The validation of the proposed models was done mainly· 
by using parameters obtained in laboratory experiments. The little information 
obtained from field experiments shows, however, fundamental differences be­
tween the transport characteristics derived from the laboratory and the field 
experiments. The present chapter will include the description of the pollutant 
transport patterns - mainly in the liquid phase - exemplified by selected ex­
amples from the literature. Transport modeling will be presented in Chapter 9, 
together with the other models for predicting the fate of pollutants in soils. 


8.1 Solute Transport 


Solutes are all transported by molecular diffusion and mass flow, whatever 
their properties. For pollutants with low solubility and for soil with high ad-
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sorption capacity, the rate-limiting parameters are dissolution and/or release 
and/or diffusion. Hydrodynamic dispersion - including both diffusion and 
mass flow - determines solute spreading in soil and other porous media in 
accordance with water velocity variations. At low average water fluxes in 
uniform soil, this process is relatively unimportant; it becomes dominant over 
diffusion at high water fluxes or in structured sols where there are substantial 
variations in water velocities. Pollutants being adsorbed on the soil solid phase 
do not move freely with water through the soil. For example, Jury (1983) 
showed that the travel time for an adsorbed chemical, tA, is related to the travel 
time for a non-adsorbed or mobile chemical, tM, by 


(8.1) 


where Ph is the soil dry bulk density, K is the solid/liquid partition or dis­
tribution coefficient of the interacting chemical, e is the volumetric water 
content, and R is a generalized sink term modified for specific reactions (mass 
of solute/volume/time). 


Under field conditions, the movement of pollutants often does not follow 
the anticipated general pattern. Soils with a high content of clay may shrink 
and crack when subjected to wetting and drying cycles. Then, when a pollutant 
is applied, followed by a rainfall or irrigation, the pollutant will partially leach 
into the soil through cracks and large pores. During transport through these 
large pores or cracks, only a portion of the solid phase - the external surface -
comes in contact with the solute and the amount retained on the soil is rela­
tively small. 


8.1.1 Transport Mechanisms 


At the soil-pore scale, there are two transport mechanisms that can move 
solutes througn the medium: diffusion and convection. 


Molecular diffusion is the process whereby material moves from a higher to a 
lower concentration region as a result of random molecular motion. The rate 
of transfer of material is proportional to the concentration gradient normal to 
the direction of movement. Since solutes are not distributed uniformly through 
the soil, solution concentration gradients will exist and solutes will tend to 
diffuse from where the concentration is higher to where it is lower (Nye 1979). 
In bulk water the rate of diffusion Jd is related to the concentration gradient by 
Fick's first law: 


Jd = -Do dC/dx , (8.2) 


where Do is the diffusion coefficient for diffusion in bulk water and dCjdx is the 
concentration gradient. 


Letey and Farmer (1974) discussed conditions in the soil system that may 
affect solute diffusion in soil as follows: (1) the diffusion coefficient cannot be 
assumed to be independent of concentration; (2) diffusion is confined to certain 
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segments of the system (a molecule will not diffuse through a solid soil parti­
cle); (3) sorption of the diffusing substance by soil particles often occurs; and 
(4) the diffusion coefficient is dependent upon temperature and a number of 
soil properties such as mineral composition, bulk density, and water content. If 
it is assumed that pollutant movement by volatilization is negligible, that no 
degradation occurs during the diffusion process, and that the adsorption is 
linear and single-valued, then the Olsen and Kemper (1968) relationship, 


D= Dof0 
(PbK+ 0) 


(8.3) 


expresses the apparent diffusion coefficient (D), where fis an impedance factor 
that takes into account the tortuous pathway followed by the solute through 
the soil pores. 


Gerstl et al. (1979b) showed that a mobile fraction of the adsorbed phase of 
an organic molecule may also contribute to diffusion. The adsorbed molecules 
may be divided into an immobile fraction (a) and a mobile fraction (I-a), which 
contributes to diffusion and has the same apparent mobility as molecules in 
solution. If a fraction (a) of the adsorbed molecules is mobile, then Eq. (8.3) 
becomes 


D = DKof(0 + aPbK) . 
(PbK+ 0) 


(8.4) 


Since the diffusion coefficient of organic molecules in soil remains low even 
over a large range of moisture content, biological degradation may occur 
during the diffusion process. Gerstl et al. (1979a) proposed including microbial 
activity in the description of diffusion. They considered the rate of decom­
position at any distance as a function of time (t) to be dependent on the local 
concentration of the chemical and on microbial activity. 


Calvet (1984) showed that the variation in the soil water content can in­
fluence the effective molecular diffusion of organic pollutants in two ways: 


1. By determining the air-filled porosity, thus controlling the gas diffusion/ 
liquid diffusion ratio for a given organopollutant (for given solubility and 
vapor tension values). 


2. By modifying pollutant adsorption. The general trend is for adsorption to 
decrease as water content increases, and this effect is probably greater at low 
water contents, because of the more pronounced competition between 
pollutant and water molecules. 


The relationships between pesticide diffusion and water content, for ex­
ample, are complex, since they result from combinations of properties of the 
chemicals and soil. According to published results, several cases can be de­
scribed (Fig. 8.1). 


Case A. Low vapor tension. The pesticide is entirely in the soil solution, so 
that diffusion occurs only in the liquid phase. Increasing the water content 
increases the effective diffusion coefficient, essentially through the effect on 
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Fig. 8.1. Possible types of effects of the soil 
water content (8) on the apparent diffusion 
coefficient of pesticides (D), in the following 
cases: A low vapor tension; B vapor tension 
high enough to allow the diffusion of some 
organic pollutants; Bl low adsorption from 
the vapor to the solid phase; B2, B3 high 
adsorption from the vapor phase; (After 
Calvet 1984) 
- - - - diffusion in the liquid phase, 
- . - . - diffusion in the vapor phase, 
-- apparent diffusion. 


tortuosity (Nye 1979). The value of this geometric characteristic is reduced 
when pores are filled with water, because diffusion pathways become more 
rectilinear. Due to modifications of the water thermodynamic activity, an in­
fluence of adsorption on diffusion is also possible, although there is no ex­
perimental information about this. Examples of Case A are diffusion in soil of 
dimethoate (Graham-Bryce 1969), metribuzin (Scott and Paetzold 1978), 
prometone, atrazine, simazine, prometryne, chloropropham, and diphenamid 
(Scott and Philips 1972). 


Case B. The vapor tension is high enough to allow some pesticide to diffuse 
in the vapor phase. Since gas diffusion in soil is closely related to the geometric 
characteristics of the pore space, bulk density is a factor to be taken into 
account (Ehlers et al. 1969; Bode et al. 1973a,b). Concerning adsorption-dif­
fusion relationships, two situations can be distinguished, according to the ex­
tent of adsorption from the vapor. 


BI. Low adsorption from the vapor phase. As water content decreases, 
effective diffusion in solution decreases (increasing tortuosity) and effective 
diffusion in the vapor phase increases, because the gas-accessible pore volume 
increases. If adsorption is greater, this increase can be limited, but not com­
pletely ruled out. As a result, the apparent diffusion coefficient of the pesticide 
goes through a minimum value as water content changes. An example of such 
behavior was reported by Graham-Bryce (1969) for the diffusion of disulfoton. 


B2, B3. High adsorption from the vapor phase. In this case, pesticide ad­
sorption increases as soil water content decreases. Thus, the apparent (effec­
tive) diffusion coefficient in the vapor phase increases to a maximum value, and 
then decreases. Under these conditions, the resulting variation of the apparent 
diffusion coefficient depends on the relative magnitudes of the diffusion coef­
ficient in solution and in the vapor phase as is shown in Fig. 8.1. For lindane, 
the increase of solution-phase diffusion corresponds to an increase of the ap­
parent diffusion coefficient, while for trifluraline it does not fully compensate 
for the decrease in the vapor diffusion coefficient (Bode et al. 1973a,b; Letey 
and Farmer 1974). 
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Convection refers to the transport of a dissolved chemical by virtue of a bulk 
movement of the host water phase. In general, the convective transport of 
solute is described by considering the two components of convective flow: mean 
pore water velocity and deviations from the mean, induced by variations in the 
flow regime within the soil. The mass flow of soil water which carries with it a 
convective flux, Je , of solutes, proportional to their concentration, C, is de­
scribed for a monodimensional transport in the z direction by the equation: 


Je = qC = -C[K(0)dH(0)jdz] , (8.5) 


where the fluJ:( density, q = -K(0)dH(0)jdz follows Darcy's law, expressed as 
a linear transport equation. K(0) and H(0) are the hydraulic conductivity and 
hydraulic head, respectively, as functions of volumetric moisture content, 0. 
Since q is usually expressed as volume of liquid flowing through unit area per 
unit time and C is the mass of solute per unit volume of solution, Je is given in 
terms of mass of solute passing through unit cross sectional area of a soil body 
in unit time. The mass transport of water and solute in soils takes place 
through a complex three-dimensional network of pores characterized by an 
infinite variety of forms, sizes, and shapes. During their flow through soil 
pores, the pollutants are subject to a series of interactions such as adsorption, 
degradation, volatilization, and plant uptake. Under conditions of unsteady or 
transient water flow, the contact time between the solute and the soil solid 
phase is often insufficient to attain an equilibrium. This condition is char­
acteristic of the simultaneous flow of water and solute during the infiltration/ 
redistribution process which results from rain or irrigation. The convective­
diffusive, dispersive transport of nonconservative pollutants during transient 
monodimensional water flow in the z direction is described by the equation 


~ (0C+ PS\ =~ Dh0 8C -~ (V0C) -t Qi , 
8t bJ 8z .8z 8z . i=l 


(8.6) 


where P is soil bulk density, Dh is the hydrodynamic dispersion coefficient, v is 
the average pore-water velocity, Qi are various sink terms to account for 
pollutant losses (degradation and plant uptake), Sand C, respectively, ad­
sorbed phase and solution phase concentrations, 0 is the volumetric soil water 
content, and z is the soil depth (Rao and Jessup 1983). 


Hydrodynamic dispersion refers to the motion of solute due to small-scale 
convective fluctuations about the mean motion (Bear 1972). The hydro­
dynamic dispersion process results from the microscopic nonuniformity of flow 
velocity in the soil conductive phase and includes both diffusive and convective 
transport. 


Bear (1972) expresses the vector of the local convective solute flux Vsc as 


(8.7) 


where Vw is the local water flux vector and C1 is the corresponding local fluid 
concentration. The local diffusion flux vector, Vsd, within the water phase is 
described by Fick's law of diffusion, expressed in Eq. (8.2). 
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Jury and Fluhler (1992) emphasized that the expression for the local flux of 
dissolved chemical Ve = Vsc + Vsd, describing the movement of solute within the 
water phase, is exact, but inapplicable in practice, because the local water flux 
comprises three-dimensional flow around the solid and gaseous portions of the 
medium and is not measurable. Instead, the local quantities are volume-aver­
aged to produce a larger-scale representation of the system properties. The 
averaging volume must be large enough so that the statistical distribution of 
geometric obstacles is the same from place to place. If the porous medium 
contains the same material and density throughout, then the mean value 
produced, by this averaging is macroscopically homogeneous over the new 
transport volume containing the averaged elements. If the soil matrix does not 
have the same properties at different locations, then a representative elemen­
tary volume may not exist for that quantity, because the value for its average 
will then change continually as the size of the volume is altered (Baveye and 
Sposito 1985). 


The convective-dispersive representation of the dissolved phase (Je) in One 
dimension is given by the Eq. (8.8) developed by Nielsen and Biggar (1962) 


Je = Jw C - De f)C/f)z , (8.8) 


where De is the effective dispersion coefficient, which combines the influence of 
diffusion in the dissolved phase with the long-term dispersion representation of 
the effect of small-scale convection on the mixing of solute around the center of 
motion, C is the solute concentration (mass/volume of water), and Jw is the 
volume-average water flux. The dispersion contribution to the solute motion is 
random or diffusion-like only after sufficient time has elapsed for the solute to 
mix over the range of solute velocities that are correlated. This mixing time is 
scale-dependent, so that the model depicted by Eq. (8.8) is more likely to be 
correct, after a given time, in applications bounded by small transverse distance 
scales, such ~ soil columns, than by large ones, such as the field regime (Jury 
and Fluhler 1992). The Eq. (8.8) was again extended by Jury et al. (1990), by 
including a situation in which a soil water regime changes over time. For a 
detailed description of the mathematical development, the reader is referred to 
the Jury and Fluhler (1992) review On transport of chemicals through soil. 


8.1.2 Preferential Flow of Solute 


Soils with large cracks and well aggregated soils present physical situations that 
are much more difficult to describe than those covered by the classical COn­
vection-dispersion approach. In the convection-dispersion approach it is COn­
sidered that the pore-size distribution is rather narrow and is described by an 
average macroscopic pore-water velocity and dispersion coefficient. This as­
sumption is nO longer valid in the case of aggregated and cracked soils, where 
preferred flow pathways are developed in the macropores. In such a case, a 
large fraction of the flow occurs via interaggregate porosity, cracks, and 
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Fig. 8.2A,B. Schematic representation of mobile-immobile soil-water regions; 
A simplified model; B actual model. (After Van Genuchten and Wierenga 1976) 


channels, while the soil solution in the pores within the aggregate is less mobile, 
acting as a distributed source or sink for the solute. Figure 8.2, after Van 
Genuchten and Wierenga (1976), presents a conceptualization of the water and 
solute transport through preferred paths when a "mobile" and an "immobile" 
region are defined. In their approach, the macropore contains mobile water 
through which the bulk of solute transport occurs, while the water in the 
micropores is relatively immobile or nonmoving. Transfer between these two 
regions occurs by diffusion. The mobile-immobile water approach can be 
used successfully in predicting the solute transport in aggregated media with 
specified geometric configurations. 


Preferential flow may occur, not only as a result of "preferred paths", but 
also because of true fluid instabilities created by density or viscosity differences 
between the resident and invading fluids (Hillel and Baker 1988). It can be 
induced by structural voids with high permeability when these are filled with 
water (Beven and Germann 1982), or may be developed at the interface be­
tween two soil layers of differing permeability (Hill and Parlange 1972). The 
application of the solute may affect both the magnitude and the spatial dis­
tribution of the macropore flow (Quinsberry et al. 1994). A simple approach 
for predicting the solute concentration in preferential flow was developed by 
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Fig. 8.3. Schematic diagram of water and solute flow in 
mixing layer and matrix with preferential flow paths. 
(After Steenhuis et al. 1994) 


considering a simplified two-layer model in which ~he processes of adsorption 
and desorption were separated (Steenhuis et al. 1994). For the layer near the 
surface, considered as the mixing layer, the solute concentration is similar to 
that in the percolating water, since in the lower soil layer the flow is partitioned · 
between matrix and preferential flow. The solute concentration in the matrix 
flow is characterized by the soil condition near the outlet point, whereas the 
preferential flow is represented by the solute concentration in the mixing layer. 
A schematic diagram, depicting the preferential flow pattern considered in the 
two-layered model proposed by Steenhuis et al. (1994) is presented in Fig. 8.3. 


8.2 Transport of Nonaqueous-Phase Liquid 


Synthetic organic solvents in common use are, in general, insoluble or only 
slightly soluble in water. Consequently, these compounds could be transported 
in the porous media from the land surface to the groundwater as a distinct 
nonaqueous-phase liquid community denoted as NAPL. After encountering 
the land surface, the nonvolatile fraction of NAPL could migrate downward 
through into the unsaturated zone and into the groundwater. The migration of 
a water-immiscible organic liquid into the unsaturated zone is governed largely 
by its density and viscosity. A schematic representation of NAPL in the un­
saturated zone after Pinder and Abriola (1986) is presented in Fig. 8.4. It may 
be observed that the density of NAPL controls the fluid behavior of the 
junction between the NAPL and the water-saturated region. In the case when 
NAPL is less dense than water (Fig. 8.4a), it will tend to remain above the 
water table; when it is denser (Fig. 8.4b), it will continue its downward mi­
gration through the saturated zone. The rate of vertical flow of NAPL is 
determined by the properties of the liquid itself and those of the porous 
medium with its hydration status. The sinking phenomenon has been observed 
in physical model experiments (Schwille 1984) and near landfills (Mackay et al. 
1985). 
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Fig. 8.4a,b. Schematic representation oflighter than water (a) and heavier than water (b) 
NAPL movement through the unsaturated zone and the saturated zone. (After Abriola 
and Pinder 1985) 


The transport of a water-immiscible organic liquid phase could also be 
influenced by its surface-wetting properties compared with those of water. 
Schwille (1984) showed that, following the passage of the organic liquid, hal­
ogenated aliphatics tend to spread by capillary action into the aquifer media, 
where they tend to be retained in amounts of about 0.3-5% by volume. This 
points to the possibility of storage of large quantities of water-immiscible or­
ganic liquid contaminants as droplets dispersed within the pores of aquifer 
media, even if the bulk of the migrating mass of liquid is removed. The organic 
liquid droplets retained in the aquifer may then dissolve over time into the 
groundwater flowing past them. Mackay et al. (1985) reported that an organic 
liquid of moderately low solubility, which could be considered almost im­
miscible with water, can contaminate as much as 10 000 times its own volume. 
Organic compounds are only rarely found in groundwater in concentrations 
approaching their solubility limits, even when organic liquid phases are known 
or suspected to be present. The observed concentrations are usually more than 
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a factor of 10 lower than the solubility limit, presumably owing to diffusional 
limitations of very low dissolution and the dilution of the dissolved organic 
contaminants by dispersion. This implies that the volume of the unsaturated 
zone and groundwater that could be contaminated by an organic liquid phase 
is much larger than that calculated by assuming dissolution to the solubility 
limit. 


NAPL flux. As previously mentioned, the density of the water-immiscible 
fluid will govern its flux through the soil. When the fluid is of lower density 
than the water, its flux occurs only in unsaturated soils. When the fluid density 
is greater than that of the water, theoretically it will penetrate into a saturated 
soil, but on a completely different time scale. In our discussion we will examine 
the case of low-density fluids only. 


The depth of infiltration of NAPL into the unsaturated soil depends on the 
spilled volume, the infiltration mechanism, and the retention capacity of the 
porous medium (Schwille 1984). The water-immiscible fluid flow depends on 
the relative permeability of the medium to NAPL mass, which is regulated by 
the presence of the water phase, as well as the solid matrix. Abriola and Pinder 
(1985), Lenhard and Parker (1987), and Parker et al. (1987) suggested the 
following flux equation for one-dimensional NAPL flow in the z direction: 


(8.9) 


where Jp is the flux of phase p (water, NAPL or air), kp is the relative per­
meability of the medium to phase p, Ksp is the saturated hydraulic conductivity 
for phase p in the medium, Pp is the density of the phase used as the reference, 
and hpis the fluid pressure head of phase p in the soil when p* is a scaled phase 
p. The fluid pressure in each phase depends on the configurations that the fluid 
forms at the interfaces within the soil pores. Jury and Fluhler (1992) noticed 
that the three-phase equilibrium pressures can be characterized as a function of 
the relative saturation of each phase in controlled laboratory experiments. 
However, the relative permeability, kp, must be developed from an idealized 
geometric model of the porous medium (Parker et al. 1987) or else related 
empirically to the two-phase relative permeabilities of water and NAPL (Stone 
1973). The flux equations for the three phases in soil are combined with mass 
conservation equations for each phase, to produce a transport model (Abriola 
and Pinder 1985). 


The relative permeability is obtained experimentally as a function of void 
fraction or saturation. In the case of three-phase flow through an unsaturated 
soil, each relative permeability will depend upon the saturation of gas, aqueous 
phase and NAPL. Figure 8.5 (after Faust 1985) shows the relative permeability 
of the nonaqueous phase as a function of phase saturation. The diagram in 
Fig. 8.5 - which has not been experimentally verified - should be considered 
only on a general level. 


As was previously shown (Chap. 5), as an immiscible fluid migrates through 
the unsaturated zone, a fraction of the fluid, termed residual saturation, re­
mains behind as a coating of the pore walls of the porous medium, or as 
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AIR Fig. 8.S. Ternary diagram showing the 
relative permeability of the nonaqueous 
phase (NAPL) as a function of phase 
saturation. (After Faust 1985) 
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Fig. 8.6. Eluted toluene pulses through saturated zone material contaminated with 
residual hydrocarbons and through the same material after residual hydrocarbon 
removal by organic solvent extraction. (After Bourchard et al. 1989) 


microdroplets trapped in the pore space by interfacial surface tension. This 
phase, which is a hydrophobic one, may affect the transport of other neutral 
organic compounds. Figure 8.6 (after Bourchard et al. 1989) shows the pulses 
of eluted neutral organic solvent (toluene) through saturated-zone material 
which was initially contaminated with residual hydrocarbon and through the 
same material after residual hydrocarbon was removed. It is clear that the 
toluene pulse was more highly retarded on the material contaminated with the 
residual hydrocarbons, indicating that these hydrocarbons provided a hydro­
phobic environment conducive to the sorption of toluene from solution. It may 
be concluded that, as a result of solvent, a residual hydrophobic film is formed 
on the porous material, which will affect the consequent transport of other 
water-immiscible fluids. 
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8.3 Vapor Flux 


Chapter 4, which is devoted to volatilization processes, covers the main 
problems related to them. In the present section, we will deal only with the 
vapor flux aspect. The mass flux of vapor in soils obeys Fick's law of diffusion, 
which takes the general form for a one-dimensional transport in the z direction 
(Jury and Fluhler 1992): 


Jg = eg(a)D: aCg/8z , (8.10) 


where Jg is the gas flux, D: is the binary diffusion coefficient of the vapor in air, 
eg(a) is a tortuosity factor to account for the reduced cross-sectional area and 
increased path length of a vapor molecule in soil, and Cg is the gaseous che­
mical concentration. 


A variety of vapor flux approaches, which include the soil tortuosity and 
porosity effect, as well as vapor adsorption on the solid phase or dissolution in 
the liquid phase, are described in the literature (e.g., reviews by Sallam et al. 
1984; Collin and Rasmuson 1988; Hutzler et al. 1989). 


The mechanisms that are assumed to affect transport in unsaturated systems 
include advection with air and water, dispersion in air and water, diffusion 
across immobile water interfaces, mass-transfer resistance at the air-water and 
mobile-immobile water interfaces, and adsorption. 


When a chemical characterized by a high vapor pressure is applied to soil, it 
can be partitioned among the soil solid phase, the mobile and immobile soil 
water, and the soil vapor phase. The chemical vapor transport into the soil and 
from the soil to the atmosphere or to the groundwater occurs both under 
natural environmental conditions and as a result of an anthropogenic inter­
vention during a remedial vapor-extraction process. Temperature can playa 
significant role in vapor transport under certain conditions. 


The mass transfer of contaminant among the gas phase, the dissolved phase 
and adsorption may occur at equilibrium or nonequilibrium. The approach of 
Armstrong et al. (1994) is used to describe the above situation: 


1. The advective-dispersive two-dimensional transport equation in the case 
of a static moisture distribution and an incompressible air phase is: 


a OCa a OCw aCs . • 
= \.':'Ja {)t + \.':'JwTt+ Pb at 1,] = X,z (8.11) 


where subscripts a, w, and s designate the gaseous, dissolved, and sorbed 
phases (also referred to as the air, water, and soil phases) of the contaminant, 
Ca , Cw (M/L3) and Cs (dimensionless) are the corresponding concentrations, 
9 a and 9 w are the volumetric air and water contents (dimensionless), and Pb is 
the soil bulk density (M/13). 
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2. When the contaminant is dissolved in water or adsorbed on soil solid 
phase, in addition to the gas phase, a mass-transfer process occurs between the 
phases. Assuming an equilibrium partitioning, Henry's law can be used for 
defining the equilibrium between gas and water phases and Freundlich iso­
therm for defining the equilibrium between the solute and the solid phase. 


Expressing Cw and Cs, on the right-hand side of Eq. (8.11), in the form of 
equivalent air phase concentrations, Ca, Eq. (8.11) then becomes 


8 D-'~ (aca) _ 8 Y. aca = R8 aCa (8.12) 
a 1J axj axj a 1 aXj a at ' 


where R is the retardation factor: 


8 w PbKd 
R = 1 + 8 aH + 8 aH ' 


where Kd is the distribution coefficient (from Freundlich's isotherm) and H the 
Henry's law constant. 


3. While the equilibrium form is valid for diffusion-dominated conditions, it 
is not adequate to describe a strongly advective situation. Assuming that dif­
fusive mass transfer between the air phase and the water phase takes place 
through a boundary layer, Armstrong et al. (1994) expressed the driving force 
as the concentration gradient between the average concentration in the aqu­
eous phase and the equilibrium concentration at the water/air interface. This 
idealized diffusive mass transfer process is approximated by a first-order kinetic 
relationship and represents the aggregate of all physical nonequilibrium pro­
cesses affecting the migration of contaminant mass between the water and air 
phases, including diffusion within the soil moisture and dead-end pore effects. 


The mass-balance equation for the stationary water phase with mass 
transfer across the air-water and the water-solid interfaces is: 


acw ( ) (Cs ) 8 w 8t = 8 ailaw Ca - HCw - 8 wilws Cw - Kd ' (8.13) 


where the first term on the right-hand side expresses air-water transfer and the 
second term describes water-solid transfer, with ilaw and ilws being the corre­
sponding mass-transfer coefficients; Cw represents the average concentration in 
the water, while Ca/H and Cs/Kd represent the equilibrium concentrations at 
the air-water interface and the water-solid interface. 


The partitioning between water and solid phases occurs according to a 
similar first-order mass-transfer process. The kinetically limited desorption 
between the soil aggregates and interparticle diffusion within the saturated soil 
particles is considered in the above development. Brusseau (1991) developed a 
more general approach, assuming both advective and nonadvective domains 
within the soil and accepting the existence of both equilibrium and non­
equilibrium phase transfer in each domain. 
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8.4 Transport on Suspended Particles 


Because of their high degree of sorption on soil colloidal materials, many 
pollutants, such as radionuclides, heavy metals, or sparingly water-soluble 
organic compounds,are considered to be immobile in the environment and are, 
therefore, considered not to be potential contaminants. However, in nature, the 
transport of the synthetic pollutants involves not only solutes or vapors; it also 
occurs when they are adsorbed on sediments and colloidal materials dispersed 
in the aqueous phase. The chemical transport in association with suspended 
particles occurs either on the ground surface, in eroded sediments, or into the 
soil profile, in association with organic macromolecules and inorganic colloids. 
These two aspects will be discussed below. 


8.4.1 Transport on Eroded Sediments 


Runoff water, which can be generated by either rain or irrigation, is an im­
portant means of transport of chemicals from one soil location to another or 
from the soil to surface water bodies. 


What is the difference between the transport of chemicals in runoff water 
and that in soil water? Usually, in soil water, chemicals are transported only as 
solutes and the governing factor in their transport is their concentration in 
solution, whereas in runoff water, they are transported both as solutes 
and adsorbed on suspended particles: Thus, highly insoluble and adsorbed 
pollutants may be moved. 


In addition to molecular and soil properties, the amount of chemicals found 
in runoff water is affected by the intensity of the falling water and the slope of 
the land. The speciation status of the chemical, as well as its method of ap­
plication to the land surface, may also affect its transport by runoff. Parti­
·tioning between the solid and liquid phases will determine the ratio between the 
amounts of chemicals transported as solute and with particles. The enrichment 
ratio of an eroded sediment (ER) in relation to that of the original polluted soil 
is given by the relation 


E _ g chemical kg-1 soil eroded sediment 
R - g chemical/kg-1 soil original soil 


(8.14) 


Menzel (1980) observed that ER is commonly greater than unity and when 
this is so, it commonly declines as the amount of soil lost during an erosion 
event increases. Rose (1993) developed Eq. (8.14) on the basis of experimental 
results, and expressed the loss of any chemical N (g m-2) by: 


(8.15) 


where M is the accumulated mass of chemical per unit area of soil during a 
water erosion event, eN being the areal concentration of chemical N in the 
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original soil (g m-2). It is evident from Eq. (8.15) that the erosion-induced 
transport of any soil-sorbed chemical is given by the product of the amount of 
sediment lost from the given area of soil and the concentration of the chemical 
of concern in the eroded layer. 


Rose (1993) pointed out that at least two quite different erosion processes 
result in the enrichment of sorbed chemicals. The first process applies to both 
water and wind erosion. In both cases, the erosion mechanism appears to be 
nonselective for all except quite large aggregates and gravel-sized particles. 
However, once a particle is dislodged into the moving fluid, its rate of falling 
through the fluid and, hence, the rate of deposition, are strongly size-depen­
dent. The size selectivity of the deposition process, combined with the com­
monly nonuniform variation of concentration of sorbed chemical with particle 
size, is one reason for the enrichment of chemicals in the eroded sediment. A 
second type of process which can lead to chemical enrichment occurs when 
rainfall impact is an important erosion mechanism and where soil aggregates 
are stable and do not immediately collapse under such impact. This can occur 
in some soils whose stable aggregates remain intact for a number of direct hits 
by raindrops. Such collisions of the drop with soil lead to very fast lateral water 
flow, and the resultant high stresses strip off the outer layer of the aggregate, 
producing much finer particles, which are then preferentially eroded. This 
process is termed raindrop stripping and, especially when depths are shallower 
than the size of larger stable aggregates, this enrichment process can be 
dominant. Chemical transport on the land surface can be understood in terms 
of preferential long-distance transport of the finer sediment fraction (with 
potentially the highest adsorbed chemical content), in the suspended load, 
leaving behind the coarser sediment. 


8.4.2 Transport in Association with Dispersed Colloidal Material 


When colloidal material is present in the aqueous phase, as a result of soil 
particle disturbance or as colloidal organic material, a three-phase system ex­
ists with the chemical sorbed on the soil solid phase, dissolved in the water 
phase, or adsorbed on dispersed colloidal material. Transport of the colloid­
solute species in the environment will depend on the convective transport of the 
aqueous phase and the degree of colloidal association with stationary soil 
material. For example, an organic colloid particle dispersed in an aqueous 
phase will act as a sorbent for a neutral organic molecule and in these con­
ditions, its transport will be greatly facilitated. 


The apparently increased solubility of many pollutants in the aqueous phase 
is enhanced through complexation with naturally occurring humic and fulvic 
acids and root exudates, or through their binding to colloidal clay metal-oxides 
or other inorganic colloids. 


The apparent solubility of various micropollutants was the object of many 
studies during the 1980s. The distribution of activated elements in some surface 
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Fig. S)a,b. Mobility of a hydrophobic compound relative to the mobility of the same 
compound without the presence of any COC, a as a function of octanol-water partition 
coefficient and amount of macromolecule (COe) organic C in the mobile phase, and b 
versus the velocity of the COC relative to the velocity of water where the concentration 
of COC is 100 mg 1-1 . (After Enfield and Bengisson 1988) 


waters, for example, was explained by their binding on colloidal organics 
(Nelson et al. 1985). It was also observed that inorganic colloids are also 
important in radionuclide disturbance. The same active elements may associate 
with colloidal Fe oxides on other inorganic colloids in ground water. Kim et al. 
(1984), in their review of transport processes involving organo-chemicals and 
Bourchard et al. (1989) discuss the solute transport in association with dis­
persed colloidal matter. It is emphasized that in the case of neutral organic 
compounds in soil (NOCs), the hydrophobic retention on organic colloids is a 
much more important solubilizing process than NOCs associated with in­
organic colloids. The sorption of NOCs to colloidal organics (COC) leads to an 
increased apparent solubility of NOCs itself, and this explains why hydro-
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phobic compounds such as organochlorinated pesticides have been observed to 
be much more mobile in the environment than predicted by models which 
assume a simple two-phase system. In the same way, it was observed that 
macromolecule transport in the aqueous phase may facilitate NOCs transport 
(Enfield et al. 1982; Enfield 1985). The COC influence on the apparent solu­
bility of NOCs is most significant for low-soluble, highly sorbed solutes. It is 
for these hydrophobic NOCs that the relative increase in solubility due to 
sorption on colloidal material is the greatest. 


Enfield and Bengisson (1988) proposed an approach to describing colloid­
facilitated transport which involved dividing a representative elemental volume 
of the soil system into three phases: a liquid or aqueous phase; a solid phase, 
the soil; and a mobile organic phase, the macromolecules. The importance of 
macromolecules to the mobility of hydrophobic compounds is graphically 
presented in Fig. 8.7a and b. Summarizing the process, Bourchard et al.(1989) 
showed that COC-facilitated transport of NOCs will depend primarily on the 
following: (1) NOCs sorption to COC, which will be greatest for low-solubility 
NOCs and hydrophobic COC; (2) the amount of COC present in the aqueous 
phase, which, at concentrations normally observed in nature, facilitates the 
transport of very-low-soluble NOCs; and (3) COC mobility. 


8.5 Factors Affecting Transport Processes 


The transport of pollutants from the land surface to the groundwater is af­
fected by a broad range of environmental factors, of which the most important 
are the spatial variability of field and climate characteristics, and the hetero­
geneity of the incoming pollutant. 


8.5.1 Field and Climate Variability 


The fact that variation of each soil property is not completely random in space 
has always been noticed by pedologists. These proper!ies include those which 
control the transport of pollutants into soils, such as soil hydraulic properties. 
The conventional approach describing the spatial variability of soil hydraulic 
properties treats the observation of a given property as being statistically in­
dependent, regardless of the spatial position. The data from the observation of 
each individual property are used to estimate a probability density function for 
that particular property (Nielsen et al. 1973). This statistical approach usually 
neglects the spatially structured arrangement of the natural porous media. 
Russo and Bresler (1981) incorporated the spatial structure of the properties in 
their treatment· of the field variability of soil hydraulic parameters. In their 
approach, the spatial structures of the hydraulic properties are considered in 
terms of the probability density functions, autocorrelation functions, and in-
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tegral scales. The soil system is regarded as a continuum, the properties of 
which are continuous functions of the space coordinate. The elementary vol­
ume representing the hydraulic properties of the field is large compared with 
the soil-pore scale but small compared with the scale of heterogeneity in the 
field, and the hydraulic-conductivity continuum could be represented by a 
three-dimensional spatial stochastic process governed by probability laws 
(Bear 1972; Yevjevich 1972). To understand the effect offield spatial variability 
on the transport of chemicals, we have to consider the above stochastic process 
as an ensemble with the same statistical properties or as a repeated measure­
ment of a given property in a given time and place under the same conditions. 
In characterizing the spatial distributions of the soil hydraulic properties, 
Russo and Bresler (1981) considered the determinations of the sorptivity (S) 
and five parameters describing the hydraulic conductivity [K(h)] and soil water 
retentivity [0(h)] functions. The parameters are: saturated hydraulic con­
ductivity (Ks); water entry value (hw); saturated (0s) and residual (0 r) water 
contents; and a constant P characterizing the pore size distribution of the soil. 
For a given depth, each of these parameters is described as a realization of a 
stationary two-dimensional isotropic and random process. These stochastic 
processes are characterized by truncated normal or log-normal probability 
density functions, independent of the spatial position, and by autocorrelation 
functions between any two spatial points in the field, which depend solely on 
the size of the vector separating the two points. The spatial variability of each 
of the six parameters has a structure that is characterized by a characteristic 
length - the integral scale, Is representing the largest distance for which the 
parameter is correlated with itself. Values of Is, which are calculated from the 
autocorrelation functions for each parameter, generally decrease with in­
creasing depth. 


Addiscott and Wagenet (1985) suggested a method by which variable soil 
properties expressed in a distribution may be combined to estimate a variate 
relationship. The probability distribution (normal, log-normal, etc.) of the 
input for each property is divided into sections, each related to the same 
number of observations. The section medians for each property are then 
combined through the functional relationship involved in all combinations of 
section and property, to generate a population of values for the required 
variate, without presupposing any particular type of distribution for it. The 
method gave estimates of unsaturated hydraulic conductivity, K(0), and ad­
ditionally revealed a marked increase in the variance ofK(0) as the volumetric 
moisture content, 0 decreased. 


Together with soil variability, climate variability contributes in an unknown 
manner to the leaching of pollutants from the land surface to the groundwater. 
Jury and Gruber (1989) coupled the variability of these two factors to produce 
a probability density distribution of the residual mass fraction remaining in soil 
after the leaching of the chemicals below the surface degradation zone. 
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8.5.2 Heterogeneity of the Pollutant 


Under land treatment of hazardous organic chemicals or land disposal of 
wastes, the pollutants reach the soil, not as a single compound with well­
defined properties, but as a mixture of compounds with various physico­
chemical characteristics. Under such conditions, we are dealing with transport 
of pollutants from solutions containing mixtures of water and water-miscible 
organic solvents. The parameters controlling the transport of organic pollut­
ants into soils via the respective processes, such as sorption, aqueous phase 
solubility, or degradation, will be different, and simple extrapolation of existing 
data on solute in aqueous solutions to mixed-solvent solutions is not feasible. 
Rao et al. (1985), considering the transport of hydrophobic organic chemicals 
(HOC) in aqueous and mixed-solvent systems, assumed that in a soil mixed­
solvent system, the HOC sorption is controlled primarily by solubility (hence, 
activity) in the solvent from which sorption occurs. Solubility in a given solvent 
mixture decreases exponentially with increasing sorbate hydrocarbonaceous 
surface area (HSA), leading to an exponential increase in sorption coefficient 
with increasing HSA. For sorption from binary solvents, for example, an in­
crease in the fraction of organic cosolvents (fc) results in an exponential in­
crease in solubility and causes an exponential decrease in sorption coefficient. 
Because sorption and leaching are inversely related, an increase in fc leads to an 
enhanced HOC mobility in soils. If during the pollutant transport a de­
gradation process occurs, the extent of that process is also affected by the 
interactions between the components of the mixtures. Oh et al. (1994) proved 
that the interactions between hydrocarbons during their biodegradation pro­
cess can affect the degradation pathway of each hydrocarbon under cross­
inhibitory kinetics. As a result, the mobility of each compound of the hydro­
carbon mixture could also be affected. 


8.6 Examples 


In this chapter, we have already discussed the processes controlling the 
transport of pollutants in the soil medium, the means of transport, and the 
factors affecting this process. A number of examples were selected to illustrate 
the main topics previously discussed. It is, however, necessary to underline that 
space limitations force us to cover only a few examples from the vast quantity 
of publications in this field. 


8.6.1 Diffusion of a Degradable Pesticide 


There are two possible ways of treating the diffusion of a pesticide in soil. The 
first considers the soil to be biologically inert, while the second allows for the 
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presence of bioactive organisms. Gerstl et al. (l979b) reported on an in­
vestigation of the diffusion of parathion (O,O-diethyl O-p-nitrophenyl phos­
phoro-thioate) in a biologically inert ("sterile") loamy soil (Gilat, Israel), and 
on the diffusion of the same pesticide in the same soil before its sterilization. 


In the sterilized soil it was found that the apparent diffusion coefficient (D) 
of parathion over a wide range of moisture contents varied between 
0.66 x 10-7 and 3.39 x 10-7 cm2s- l • The main factors affecting the diffusion of 
parathion in a sterile soil are the adsorption coefficient of the compound on the 
soil solids surface (K), the moisture content (0), and the impedance factor (t). 


Figure 8.8a shows an example of parathion distribution in the Gilat soil 
after 4 days, when the soil was packed at a bulk density (Pb) of 1.4 g cm-3, and 
at a moisture content of 20% (w/w). The calculated distribution using 
Eq. (8.16) accurately described the measured parathion distribution. This 
equation was developed by Crank (1975) for one-dimensional diffusion in a 
semi infinite medium: 


C(x, t) = ~o (erfc 2Jrn) , (8.16) 


where Co is the concentration of the diffusive species in the source part and erfc 
is the error function complement. The results fitted the experimental data for 
all cases. 


In the presence of bioactive microorganisms, parathion is degraded during 
its diffusion in soil. Gerstl et al. (1979a) reported on a complementary ex­
periment where a block of Gilat soil, uniformly mixed with parathion, was 
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Fig. 8.8. a Distribution of parathion in a biologically inert Gilat soil (20% moisture 
content) after 3.03 days. The solid line was calculated using D = 1.67 X 10-7 cm2 8-1; 


the points represent experimental measurements. b Daily calculated (solid line) and 
measured (points) distributions of parathion in a biologically active Gilat soil during the 
process of diffusion. Volumetric soil moisture content () = 0.34. (After Gerst! et al. 
1979a) 
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placed in contact with a parathion-free block. The problem was to predict the 
distribution of parathion in thill system, in which the concentration of para­
thion is affected by both microbial decomposition and diffusion. 


The continuity equation for parathion is 


oCjOt = DffCjox2 - Rxt , (8.17) 


where Rxt is the rate of microbial decomposition. 
Since parathion is converted quantitatively mole for mole into its decom­


position product, the continuity equation for the product is 


oC jot = D'ffc j&2 + Rxt , (8.18) 


when C' is the concentration of the decomposition product. Clearly, the rate of 
decomposition at any distance and time will depend on the local concentration 
of parathion and on the microbial activity. These factors will reflect earlier 
changes not only in concentration, but also in microbial activity at the distance 
in question. 


Figure 8.8b shows the parathion distribution in the nonsterilized Gilat soil 
after 2, 4, and 7 days, with the soil packed at a bulk density (Pb) of 1.4 g cm-3 
and at a moisture content <3 of 0.34. It was observed that at the very beginning 
(after 2 days of incubation), when the percentage decomposed was still very 
low, the distribution of parathion along the diffusion cell was similar to that 
occurring in the sterile soil. After 4 days of incubation, with the buildup of 
microbial activity and the increase of decomposition, the distribution pattern 
was drastically changed. At this time, the parathion distribution in the non­
sterile soil differed from that in the sterile soil mainly in the half-cell in which 
the pesticide was initially added; it differed less in the second half-cell which was 
initially parathion free. After 7 days of incubation the parathion was almost 
completely decomposed and its distribution in both half-cells was affected by 
the decomposition process. This may be explained in terms of the development 
of microbial activity in the half-cell which was initially free of parathion. 


The above example points out the necessity to consider additional processes 
occurring in soil (e.g., degradation) during pollutant diffusion, and to include 
their parameters in the prediction of the redistribution of the pollutants in the 
soil medium. 


8.6.2 Miscible Displacement 


When a fluid containing a dissolved tracer is displaced from a porous medium 
by a tracer-free quantity of the same fluid, this miscible displacement results in 
a tracer concentration distribution which depends upon microscopic flow ve­
locities, tracer diffusion rates, and other chemical and physical processes. This 
phenomenon will be exemplified by the results of Nielsen and Biggar (1961, 
1962), reported by them in a series of three papers which became a benchmark 
in the understanding of solute transport in soils. The distance a solute travels , 
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through a bulk soil is determined by the tortuosity of the total path length it 
follows. Owing to the differing magnitudes of the convection, diffusion, and 
chemical processes which occur in different pore sequences, the paths of all ions 
will not be the same, and the resulting tracer distribution will clearly give a 
good deal of information about the behavior of the water flowing through 
various soils. 


Miscible displacement was studied by Nielsen and Biggar (1962) in several 
porous materials under saturated and unsaturated conditions and at several 
different average flow velocities. Physical differences among porous materials 
were manifested by changes in the shape and position of breakthrough curves 
caused by ionic diffusion. The abscissa in Fig. 8.9a gives the volume of effluent 
divided by the volumetric water capacity of a given porous material, i.e., the 
number of pore volumes displaced. Thus, if one pore volume of tracer-labeled 
water completely displaced the tracer-free water without any mixing at the 
boundary between the two fluids, the breakthrough curve for all materials 
would be that of the broken vertical line. The displacement of the break­
through curve to the left of this vertical line or the area between the two lines is 
a relative measure of the volume of water not displaced but remaining within 
the sample. The magnitude of the translation would be expected to be asso­
ciated with soil texture and aggregation, sands having the smallest volume of 
water not readily displaced, and clays the greatest. Figure 8.9a shows glass 
beads and Oakley sand to have had the least holdback, while Yolo loam had 
the most. Because of the large flow velocities used for the four materials, the 
effects of ionic diffusion on the translation of the breakthrough curves are 
small. The shapes of the breakthrough curves for the various media were 
dependent upon microscopic flow velocity distribution and tracer diffusion, but 
could also be affected by adsorption and ion exchange. 
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In a subsequent paper, Biggar and Nielsen (1962b) checked the contribution 
of diffusion to the spreading of solutes by using as tracers chloride and tritium, 
which are characterized by unequal diffusion coefficients. Since the diffusion 
coefficient of tritium is greater than that of Cl- in pure solution, the fact that 
no separation of tracers could be measured in the case of the glass-bead column 
indicates that the dispersion which occurred resulted mainly from microscopic 
flow velocity distribution (Fig. 8.9b). 


Based on these results, the authors concluded that the distribution of a 
tracer at some distance from its source depends upon the geometry of the 
porous material and the physical and chemical interactions between the tracer 
solution and the medium during flow. When an incoming fluid is identified by a 
solute of concentration Co, the fraction of this solute in the effluent at time t (h) 
will be C/Co. 


Plots of CICo versus pore volume, commonly called breakthrough curves, 
are descriptive of the relative times taken for the displacing fluid to flow 
through the medium or for the solutes in the displacing fluid to come into 
chemical equilibrium with the soil. CICo is the relative concentration of the 
incoming liquid found in the effluent. Figure 8.10 (after Nielsen and Biggar 
1962) illustrates this for various types of breakthrough curves for miscible 
displacement. Piston flow would rarely, if ever, occur in soils; for a single 
capillary tube of constant radius, there is only a narrow range of flow velocities 
within which this type of flow is approached. Because soils do not have pore 
sequences of constant radii, the probability that their breakthrough curves 
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would be piston type is almost nil. The curves presented in Fig. 8.11 exhibit a 
minimum interaction between the solute, solvent, and solid. This interaction, 
called holdback, is three to four times greater under unsaturated than under 
saturated conditions. When displacing fluid or its solutes are retained within 
the col~mn by any chemical or physical process, the breakthrough curve will be 
transposed to the right. However, the shape of the curve is not determined by 
these retaining processes alone, but is affected by the microscopic velocity 
distribution and other processes (such as anion exclusion), which would 
transpose the curve to the left. Nielsen and Biggar (1962) give an example of a 
tritium breakthrough curve at two water contents being translated to the left as 
a result· of transport through unsaturated Yolo loamy soil (Fig. 8.lld); they 
also present chloride breakthrough curves in Oakley sand and Aiken clay 
loam. 


8.6.3 Transport of Nonaqueous Pollutant Liquids (NAPL) 


The flow behavior of immiscible organic liquids (NAPL) entering an un­
saturated soil medium follows two well-defined scenarios: the first deals with 
the infiltration of an NAPL into soil during a short period of time, during 
which the physical properties of the liquid remain unchanged; in the second, 
the liquid properties are altered during its transport through the porous 
medium. Since the dissolution of the organic solvents which control the bulk of 
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NAPL in the water phase is negligible, it can be neglected when discussing 
NAPL transport through soils. The experiments carried out at Richland (W A, 
USA) and Bet Dagan (Israel), and reported in the papers of Cary et al. (1988a, 
b,c, 1994), Galin et al. (1990a,b), Gerst! et al. (1994), and Jarsjo et al. (1994) 
will be used to illustrate this process. 


The infiltration and redistribution of two hydrocarbons which have relative 
viscosities 4.7 (Soltrol) and 77 (mineral oil) times greater than that of water in 
moist silt loam and loamy sand soils was reported by Cary et al. (1989a, b, c). 
The distribution of the two hydrocarbons and of the water in the silt loam soil 
8 h after adding water and 4 h after adding the hydrocarbons is presented in 
Fig.8.12a. As expected, the infiltration rate of hydrocarbons is inversely re­
lated to their viscosity. The mineral oil remains in the upper layer of the soil 
column, soltrol redistribution being similar to that of the water. 


For the same hydrocarbons, Cary et al. (1994) simulated the spreading 
pressure (SP) effects (Fig.8.12b). Simulations were performed for the case of 
mineral oil following water in the sand column with a silt loam layer. The 
spreading pressure was varied between 20 and 100 cm of water. When assaying 
the amount of oil and water at the end of the experiment, Cary et al. (1994) 
found that the mineral particles had become largely hydrophobic whenever the 
transmission oil contained a proprietary additive that contained, in part, alkyl 
sulfonates that alter interfacial properties. When the water entered these oil­
filled pores, it did not wet the mineral particles and vigorously expelled the 
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transmission oil. The above examples illustrate the core results for a single 
NAPL compound with a constant viscosity on the infiltration and redistribu­
tion process. Galin et al. (1990a,b), Gerstl et al. (1994), and Jarsjo et al. (1994) 
reported data on the volatilization and temperature dependence of soil con­
ductivity for volatile organic liquid mixtures (VOLM). These experimental 
results show that volatilization caused a change in the composition of VOLM 
during its migration in porous media, with an increase in VOLM viscosity as a 
result, and that changes in the ambient temperature induced a fluctuation in 
VOLM viscosity. Figure 8.13a shows the effect of viscosity on the conductivity 
of kerosene - a petroleum product which was used as an example of a VOLM -
in three types of soils with different physicochemical properties. The effect of 
soil moisture content on kerosene conductivity is shown in Fig.8.13b. The 
kerosene conductivity ofthe soil was found to be strongly influenced by the soil 
texture and initial moisture content, as well as by the kerosene composition. 
The kerosene conductivity of the sand was two orders of magnitude greater 
than that of the soils, and was unaffected by initial moisture contents as high as 
field capacity. The kerosene conductivity of the loam soil was similar in oven­
dry and air-dry soils, but increased significantly in soils at 70% and full field 
capacity. In the clay soil, the kerosene conductivity of the air-dry soil was four 
times that of the oven-dry soil, and it increased somewhat in the soil at 70% 
field capacity. No kerosene flow was observed in the oven-dry clay soil at full 
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field capacity. The differences in kerosene conductivity of these soils and the 
effect of moisture content were attributed to the different pore-size distribu­
tions of the soils. Changes in the composition of the kerosene due to volati­
lization of the light fractions resulted in increased viscosity of the residual 
kerosene. This increased viscosity affected the fluid properties of kerosene, 
which resulted in decreased kerosene conductivity in the sand and in the soils. 


In contrast with the change in VOLM viscosity due to seleCtive volatilization 
of the light fractions, which is a long-term irreversible process, the fluctuation 
in viscosity due to changes in the ambient temperature is an instantaneous, 
reversible process. Jarsjo et al. (1996) experimentally studied the changes of 
porous media conductivity for kerosene in a series of materials with different 
initial properties, as affected by viscosity changes induced by volatilization and 
temperature (Fig. 8.14). The,kerosene-saturated conductivity Ksk in air-dry soil 
at 24°C was in the range of 1.8-123 mm h- i for clay soils and 7.9-57.4 mm h- i 


for loamy soils. In the sandy soil, the KSK was less than 1 order of magnitude 
greater than in other soils. This conductivity value was used to scale the impact 
of kerosene viscosity changes on the saturated kerosene conductivity for the 
soils studied. The temperature effect on kerosene conductivity was tested in 
coarse sand 2, sandy loam 1 and 2 (see Fig. 8.14), peat, and glacial and post­
glacial clay. The ratio between the kerosene viscosities at 24 and 5 °C was 0.71, 
and is illustrated in Fig. 8.14a (solid line), along with the ratios between the 
corresponding kerosene conductivities for the various soils (bars). For peat and 
the sandy soils (coarse sand 2, sandy loam 1, and sandy loam 2, which are 
characterized by a sand fraction of more than 65%, according to the USDA 
system of classification), the conductivity ratio Ksk (5°C) /Ksk (24°C) deviates 
by less than 2% from the viscosity ratio Il (24 °C)/Il (5°C). For the soils with a 
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higher clay content, the corresponding deviation reached a maximum of 18%, 
which is more or less within the range of experimental deviations. 


The conductivity ratios for kerosene-O% before volatilization and after 
volatilization of kerosene-40% in the different soils are illustrated in Fig. 8.14b 
(solid line), along with the corresponding ratio of kerosene viscosities (solid 
line). The deviations between the conductivity ratio Ksk (40%)/Ksk (0%) and 
the viscosity ratio J.l(0%)/J.l(40%) for the investigated sands (i.e., the coarse, 
medium, and fine sands are somewhat greater than the corresponding devia­
tions for different temperatures (Fig. 8.14a). However, they remain within the 
range of experimental error. In contrast, the clay and loamy montmorillonite 
soils exhibit large deviations between their conductivity and viscosity ratios 
(Fig.8.14b). This deviation may be explained by the fact that volatilization 
causes changes in both fluid viscosity and chemical composition (Galin et al. 
1990a,b; Jarsjo et al. 1994, 1995), and the latter change may lead to new types 
of interactions with the solid phase. This explanation is supported by the fact 
that temperature-induced changes, which affect viscosity but not chemical 
composition, do not lead to the same large deviations between conductivity 
and viscosity ratios. 


8.6.4 Vertical Transport of Pesticides Adsorbed on Colloids 


It is generally assumed that organic pollutants with very high Kd values are 
virtually immobile in the soil, though they may be transported laterally by 
erosion. The occurrence in groundwater of organic molecules characterized by 
a very low solubility in the water phase and high Kd values highlights the fact 
that these molecules are moving through the porous media not as solutes, but 
together with colloidal materials. Vinten et al. (1983) reported on the vertical 
transport of DDT and paraquat adsorbed on suspended materials. Figure 
8.15A shows the vertical transport of [14C] paraquat adsorbed on Li-mont­
morillonite suspension through soil columns. When distilled water was the 
suspension medium, 50% of the pesticide penetrated beyond 12 cm. However, 
in 1 mM CaCh only 5% of the pesticide penetrated deeper than 1 cm. The high 
[Ca2+] concentration results in rapid immobilization of the clay in the soil 
through flocculation or through straining by adsorptiori of the smallest par­
ticles on soil surfaces; consequently, little pesticide transport occurs. Under 
conditions when the clay is dispersed, there is no flocculation and little inter­
action with the soil solid phase, so the pesticide is readily transported through 
the soil. 


In the second case, a range of behavior of [14C] DDT was observed in three 
soils (Fig. 8.15B). In the Gilat soil - a silt loam - the flow rate was slow, the 
pore structure was fine, and little transport of pesticide occurred (only 3 % 
reached 5.4 cm). This is an example of efficient removal of suspended solids by 
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the soil. In the case of the Bet Dagan soil - a sandy loam - there was con­
siderable pesticide transport, as the flow rate was higher and the organic col­
loids were more mobile; 18% of the pesticide was transported to a depth 
greater than 9 cm. In the case of the Benei Darom coarse sand, still more 
transport of pesticide occurred, with 54% penetrating deeper than 5 cm. Again, 
these differences were due to the differences in mobility of the solids which are 
directly related to soil type and flow rate. 


Having demonstrated the feasibility of transport of strongly adsorbed pes­
ticides on mobile colloids during leaching (Vinten et al. 1983), it is important to 
indicate under what field conditions such transport might occur and contribute 
to edge-of-field loss. DDT or paraquat may reach the soil following foliar 
application and they will be strongly adsorbed 'close to the soil surface. Other 
soil-applied herbicides such as the s-triazine group and other organochlorine 
pesticides have high Kd values and will not be transported much in solution. 
Hartley and Graham-Bryce (1980) showed the potential hazard in lateral 
runoff for such pesticides, but considered vertical transport unimportant. 
However, if soils are leached with rainwater, or with sodic water and subse­
quently with low-electrolyte-concentration water, dispersion and release of clay 
can occur (e.g., Shainberg et al. 1981). Under such conditions, when release of 
soil colloids occurs, pesticides adsorbed in the surface soil may be transported 
to the drainage water. Pesticides applied as wettable powders may also be 
transported in suspension form, if leaching conditions occur soon after ap­
plication . 
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Fig. 8.15A,B. Vertical transport of DDT and paraquat adsorbed on suspended particles 
(in percentage of total applied). A 14C Paraquat adsorbed on Li-montmorillonite. B 
14CDDT adsorbed on suspended solids in sewage effluent. (After Vinten et al. 1983) 
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The extent to which this type of transport occurs depends on: the amount of 
clay or organic matter released by the surface soil on dispersion, the mobility of 
these colloids in the soil profile, the rate at which soil clogging occurs, the ~ 
value, and the kinetics of desorption of pesticide from the mobile colloids. 


Contaminant transport through unsaturated porous media is an important 
aspect of subsurface transport phenomena. Colloids generated by weathering, 
biological activities, and human influence may be much more concentrated in 
soil water than in groundwater. How these colloids move through the vadose 
zone and capillary fringe to reach the water table is not well understood. In 
particular, the role of the gas-water interface, one of the most important in­
terfaces in the vadose zone, has been neglected. Wan and Wilson (1994), in an 
experiment involving two colloidal materials and three types of porous medium 
conditions, proved the significance of the gas-water interface for colloid 
sorption and transport. Three types of common saturation conditions 
(Fig. 8.16,1) were simulated in packed-sand columns: (1) a completely water­
saturated condition, (2) gas bubbles trapped by capillary forces as a nonwetting 
residual phase (15% gas), and (3) gas present as a continuous phase (46% gas), 
i.e., in other words, a vadose-zone situation. Different saturations provided 
different interfacial conditions. Two types of polystyrene latex particles 
(0.2j.Lm) - hydrophilic and hydrophobic - were used in each of the three sa­
turations. Wan and Wilson (1994) showed that the retention of both hydro­
philic and hydrophobic colloids increased with increasing gas content of the 
porous medium. Colloids preferentially sorbed onto the gas-water interface 
rather than the matrix surface (Fig. 8. ~ 6,2,3). The degree of sorption increased 
with increasing colloid-surface hydrophobicity. These findings suggest an ad­
ditional mechanism for filtration and for particulate transport in the subsur­
face environment, whenever more than one fluid phase is present. 


Graber et al. (1995) reported on the enhanced transport of atrazine 
(CgH14CIN5) applied to a com field which was observed after irrigation with 
secondary effluent. These effluents are characterized by the presence of organic 
colloids. In the effluent-irrigated cores, atrazine was found to a depth of nearly 
4 m. Peaks in atrazine concentration in the effluent-irrigated cores often cor­
responded to secondary peaks in soil organic carbon, content, suggesting that 
enhanced transport was affected, at least in part, by complexation with ef­
fluent-borne organic matter. In high-quality water-irrigated cores, atrazine was 
mainly concentrated in the upper 1 m, and soil organic carbon content rou­
tinely decreased with increasing depth. Fig.8.17 shows the distribution of 
atrazine in the field irrigated with secondary effluent and with a high-quality 
water. 


A different example concerns an experiment designed to study the influence 
of sewage sludge on atrazine behavior in a drained hydromorphic clay soil 
cropped with com (Barriuso et al. 1995). Observations made on drainage water 
at 0.8 m depth show that concentrations of atrazine were often lower in the 
presence of sewage sludge (Fig.8.18b). In this case, the sewage sludge de-
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Fig. 8.16,1-3. Transport of colloidal materials as affected by the unsaturated zone air­
water content. (After Wan and Wilson 1994). 1 Three types of columns representing 
three types of groundwater conditions: a fully water-saturated; b residual gas bubbles; c 
continuous gas and water phases. 2 Breakthrough curves of hydrophilic latex particles 
from three types of columns: fully saturated; unsaturated with gas bubbles; and 
unsaturated, with a continuous gas phase. Each curve shows an average of five repeated 
experiments, and the standard deviations are plotted as error bars. Percentages show the 
percentage of pore volume occupied by air (% air) as well as the percentage of total 
mass recovery (% MR). 3 Breakthrough curves of hydrophobic latex particles from 
three types of columns: fully saturated; unsaturated, with gas bubbles; and unsaturated, 
with a continuous gas phase. Each curve shows an average of five repeated experiments, 
and the standard deviations are plotted as error bars 


creased the transport of the herbicide while it had no apparent effect on its 
distribution in the profile (Fig. 8.18a). 


8.6.5 Preferential Flow 


The transport of two herbicides - bromacil and napropamide - with different 
solubility and adsorption capacity, will be used as an ~xample to illustrate the 
preferential flow phenomenon. 


The leaching of the above pesticides through undisturbed cores of structured 
Evesham clay soil (Aquic Eutrochrept) under continuous and discontinuous 
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Fig. 8.17. Mean (M) center of atrazine mass and individual centers of mass for ten high 
quality water (HQw) and 10 effluent (EFE) profiles. (After Graber et al. 1995) 
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Fig. 8.18. Influence of sewage sludge on atrazine behaviour. This graph shows only a 
part of observations made at the experimental site of Rambouillet (France); the 
experiment began at time t = 0 and atrazine was applied at t = 150 d on a soil which 
was also treated with atrazine one year before. a Distribution in the soil profile 
12 months after atrazine application (the sampling date is indicated by the arrow). 
b Atrazine concentration in drainage water collected at 0.8 m depth (After Barriuso et 
al. 1995) 
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watering regimes and at different initial moisture contents was reported by 
White et al. (1986). Chloride - a conservative solute - was used as a tracer for 
water movement in the reported experiments. 


The adsorption coefficients for bromacil in the 0-0.02 and 0.02-O.22-m­
depth soils were 2.0 and 1.73 1 kg-I, respectively; for napropamide the values 
were 22.7 and 17.7 1 kg-I, respectively. The adsorption kinetics for bromacil 
and napropamide shows that bromacil attains equilibrium almost in­
stantaneously. Napropamide, however, does not reach equilibrium before 
2-3 h. These results were obtained for systems in which the herbicide solution 
was applied to air-dry soil. When napropamide was added to a prewet soil, the 
system had not attained equilibrium even after 48 h. 


Differences in the leaching of bromacil and napropamide through the un­
disturbed soil were observed. There is a striking effect of initial soil-water 
content on herbicide transport. Of the strongly adsorbed napropamide, 85% 
was leached through initially dry soil (0j =0.24), but only 28% was leached 
from the wet soil columns. These results were completely consistent with the 
observed retention of the herbicides in the soil cores, as shown in Fig. 8.19, 
where the concentration of herbicide (mg kg-1 soil) is plotted against soil 
depth. The prewet soil always retained more herbicide than did the initially dry 
soil. In the case of bromacil, very little was detected in the dry soil after 
leaching. Consistently, the highest concentration of herbicide was found in the 
uppermost soil layer, with an approximately exponential decrease with depth. 


During the "discontinuous" leaching period - roughly one-tenth of the total 
irrigation period - adsorption rather than desorption of herbicide is the 
dominant process. Napropamide, with a K<t some ten times greater than that of 
bromacil, should be strongly retained. However, because adsorption equilib­
rium is not attained instantaneously for napropamide, and the velocity of 
water flow is so rapid, especially in the dry soil, even napropamide is leached 
during this period. Discontinuous leaching of the prewet soil permitted more of 
both herbicides to be retained in the surface layer than continuous leaching, 
presumably because diffusion of the herbicide into aggregates occurred during 
the interval between leachings. 


Summarizing the results of their experiments, White et al. (1986) showed 
that with only one pore volume of water, continuously applied at 12 mm h-1 to 
clay soil ohhis structure, with 0 = 0.24, about 85% of an initial pulse input of 
the strongly adsorbed napropamide was leached into the eflluent. Under the 
same conditions, nearly 100% of the weakly adsorbed bromacil was leached 
out of the soil. Clearly, for an undisturbed structured soil in which water flows 
preferentially down cracks and channels, even strongly adsorbed chemicals are 
vulnerable to leaching. 


Similar behavior in napropamide was observed in a field experiment con­
ducted by Jury et al. (1986) in California. Representative soil-core napropa­
mide concentrations were measured in five of the 19 field cores, together with 
the field-area-averaged mean value over all 19 cores. Evidence of deep pene­
tration of a fraction of the napropamide pulse was found in virtually all of the 
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Fig. 8.19. Distribution of napropamide and bromacil in aggregated undisturbed soil 
column under continuous (eL) and discontinuous (DL) leaching. (After White et al. 
1986) 


19 replicates. This deep penetration produced a significant secondary max­
imum in the mean soil core concentration curve, averaged over all replicates. 
The average recovery of 75% of the applied pesticide to the field is consistent 
with the consensus 70-day half-life of the napropamide chemical (Jury et al. 
1984). Thus the deep-level concentrations observed in the soil cores were not an 
artifact. Even though 73% of the recovered pesticide was found in the O-lO-cm 
layer, over 1 % of the chemical penetrated to a depth of 150 cm and in three 
cores trace concentrations were found at 180 em. 


Juryet al. (1986) pointed out that field studies show evidence of some 
napropamide movement which is not consistent with the adsorption equilib­
rium assumption commonly made in transport models and is assumed to apply 
in characterization of the mobility of an adsorbed chemical. The results do not 
seem to be attributable exclusively to rate-limited adsorption, but rather are 
suggestive of the presence of a mobile solution phase. Such behavior could 
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Fig. 8.20. Examples of preferential flow of each pesticide in individual field plots: C 
continuous; I intermittent; P ponding; S sprinkling; TG technical grade; EC 
emulsifiable concentrate; WP wettable powder; U undisturbed; D disturbed. (After 
Ghodrati and Jury 1990) 


result from macropore flow or from the presence of a mobile solution of an 
adsorbed complex of napropamide and dissolved organic matter, or of colloids 
in suspension. 


Examples of preferential flow of pesticides in individual field plots under 
intermittent, ponding, and sprinkling leaching has been reported by Ghodrati 
and Jury (1990), and the results obtained are presented in Fig. 8.20. 


Ghodrati and Jury (1990) designed a field experiment on an irrigated loamy 
sand soil. They studied the transport of atrazine, napropamide, and prometryn 
with two formulations, two soil-surface preparations (undisturbed and re­
packed) under four flow conditions, obtained, by continuous or intermittent 
sprinkler and flood irrigation. Irrigation was started immediately after the 
pesticide application and the soil was sampled 6 days later. Figure 8.20 gives 
partial results from the work of Ghodrati and Jury (1990), showing the deep 
transport of the three herbicides which was observed whatever the irrigation 
method and soil surface preparation. During the same experiment, applied 
chloride has moved to around 30-cm depth. According to their retardation 
factor values, these three molecules would have migrated to smaller depths. 
The authors have attributed this discrepancy to preferential flow. 







258 Pollutants Transport in the Soil Medium 


8.6.6 Transport of Pathogenic Microorganisms 


The contamination of subsurface water with pathogenic bacteria and viruses, 
which has been widely observed, happened only in a situation in which a 
contaminated infiltration water could pass through the unsaturated zone. The 
studies of Tan et al. (1994) on transport of bacteria in an aquifer will be used to 
illustrate this process. Column experiments were carried out to determine the 
breakthrough of bacteria through a saturated aquifer sand at three flow ve­
locities and three cell concentrations. Bacteria were suspended in either 
deionized water or 0.01 mol 1-1 NaCl solution. Bacterial transport was found 
to increase with flow velocity and cell concentration but was significantly re­
tarded in the presence of 0.01 mol 1-1 NaC!. Pseudomonas sp. strain KL2 was 
selected as the test organism. 


The transport of bacteria in a soil column at a flow velocity of 3.5 pore 
volumes per hour is presented in Fig. 8.21. The bacteria were suspended in 
deionized water at cell concentrations of 107, 108, and 109 cells ml-l. A 
companion determination of cloud transport under the same boundary con-
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Fig. 8.2Ia-d. Measured breakthrough curves (BTCs) of bacteria for experiments in 
which bacteria were suspended in deionized water with a flow velocity of 0.15 mm S-1 


and cell concentration of a 107, b 108 , C 109 cells ml-1, and d of chloride. The aquifer 
used in the experiment contained 90.3% sand (0.5-2 mm), 3.1 % medium sand (0.25--0.5 
mm), 4.6% fine sand (50 f.Lm to 0.25 mm), 1.9% silt (2-50 f.Lm), and 0.1 % clay « 2 f.Lm). 
(After Tan et al. 1994) 
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ditions was also performed. As expected, bacterial breakthrough was retarded 
compared with that of chloride. The relative concentration of chloride reached 
unity much faster than that of bacteria. The Co values reached unity only when 
the cell concentration was 108 cell ml- I or higher, the flow velocity was 0.1 m 
s-I or greater, and the suspending medium solution was deionized water. The 
increase of CICo for bacteria was gradual, and this resulted in asymmetrical 
BTCs for bacteria. 


The experimental results of Tan et al. (1994) show that bacteria can move 
through an aquifer sand readily, but that such transport is affected by water 
flow velocity, cell concentration, and ionic concentration. The experimental 
data support the possible existence of a threshold retention capacity in the 
absence of pore plugging; i.e., a finite number of retention sites needs to be 
filled before significant bacterial breakthrough can occur. The existence of a 
threshold retention capacity is determined by factors such as the properties of 
porous materials, cell concentration, and the ionic concentration of the bac­
terial suspension. 


Bacterial transport was enhanced at higher cell concentrations. The ex­
planation may be that once the retention capacity was reached, bacteria would 
be able to move freely or to replace the retained bacteria. Higher cell con­
centration would saturate the finite retention sites much earlier, and lead to 
enhanced bacterial breakthrough. Higher cell concentrations also resulted in 
the maximum retention capacity Smax being higher. This was probably because 
Smax reflects the capacity for both adsorption and straining. The absolute 
straining capacity may well increase with cell concentration of the suspension 
because the same pore volume for straining (straining sites) would retain a 
larger number of bacteria when the cell concentration was higher. 
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CHAPTER 9 


Modeling the Fate of Pollutants in the Soil 


9.1 Overview of Models 


Many activities lead to the introduction of various chemicals into natural 
media: industrial operations, waste disposal, pesticide and fertilizer applica­
tions, irrigation with secondary effluents, etc. To these must be added accidents 
such as fires, tank leakages, and spills, which locally add large amounts of 
chemicals. The cumulative result is a growing threat to soils and waters which 
makes the prediction of the fate of pollutants necessary. Modeling may be a 
rather efficient tool for making this prediction, so that a very great number of 
models can be found in the literature. In a survey recently published, Johnson 
(1994) listed more than 1000 environmental software products. However, 
models do not constitute a universal or perfect way to achieve this prediction, 
because they are only more or less simplified representations of the real world, 
and their application encounters many difficulties which need to be well known 
by users. Nevertheless, the modelling approach has been shown to be very 
useful in many instances: research, management, regulatory purposes, and 
teaching. 


Modeling of 'Solute transport in soils has been studied for a long time. 
Mathematical models have generally been based on the principle of miscible 
displacement of soluble substances. The governing equation is the convection­
dispersion equation which can be coupled with sorption and decay of the 
chemicals. A lot of papers have been published on this subject, examples of 
which are those of Lapidus and Amundson (1952), Day and Forsythe (1957), 
Nielsen and Biggar (1962), van Genuchten and Wierenga (1976), Bresler 
(1980), Wagenet and Rao (1990), and Jury and Fluhler (1992). The first models 
were developed for one-dimensional transport, homogeneous media, and 
simple initial and boundary conditions. With the improvement of knowledge 
about solute behavior in soil, on the one hand, and of computer performance, 
on the other, models have become more and more complex. At least in prin­
ciple, they enable us to take into account equilibrium and nonequilibrium 
sorption phenomena, and the kinetics of chemical tranformations and de­
gradation under various initial and boundary conditions. Progress has also 
been achieved in the description of two- and three-dimensional transport and 
with the introduction of preferential flow in heterogeneous media. 
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Consequently, a variety of models has been published during the last 10 
years. These models vary widely in their conceptual approach and their degree 
of complexity and, therefore, in their data requirements. Models can be clas­
sified according to the purpose for which they have been developed. The fol­
lowing categories are usually considered: 


Research models: these give a detailed and comprehensive description of 
phenomena; they may be useful for testing various hypotheses in relation to 
mechanisms of retention, transformation and transport. 
Management models: these generally differ from research models in using 
less precise descriptions; they are able to estimate the integrated effects of 
various processes that determine, for example, the fate of a pesticide under a 
given set of practices. They may be used in management decision 
procedures; for example, in agriculture for defining the· characteristics of 
plant protection treatments, in industry for designing a waste disposal 
system. 
Screening models: these are simpler than the preceding ones in both the 
number of phenomena accounted for and their description. They essentially 
allow the classification of molecules for given pedo-climatic situations. They 
must be simple enough to give a rough basis for regulatory decisions. 
Teaching models: these are also simpler than research models but they must 
emphasize the main aspects of chemical behavior, while being easily handled 
for the training of students. 


The complexity of the models, the number of input data, and the processing 
time increase as we progress from teaching models to research models. 


There are several modeling approaches, which have been clearly described by 
Addiscott and Wagenet (1985). First, it is important to distinguish between de­
terministic and stochastic models. With·the second category, uncertainties of 
input parameter values can· be taken into account, which is not possible with 
deterministic models. A second distinction is between mechanistic and functional 
models. The former, which incorporate the most fundamental mechanisms, ac­
cording to current knowledge, are more complex than functional ones, for which 
simplified descriptions are used. This distinction corresponds approximately to 
that between rate and capacity models. Finally, models are also classified ac­
cording to the mathematical procedure applied in solving the set of equations; 
this leads to the distinction between analytical and numerical models. 


In dealing with the fate of a chemical in the soil, all models have the same 
general structure, which can be described from three points of view: 


I. Phenomena: the central part of the model is constituted by the water and 
solute transport equations. These equations are coupled with other 
equations which represent sink and source processes. The number of 
equations and their mathematical expressions depend on the model category 
and vary accordingly. Table 9.1 indicates the main phenomena involved in 
the fate of various possible pollutants. 
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Table 9.1. Phenomena implied in the fate of various pollutants 


Inorganic pollutants Organic pollutants 


Unionized Ions Small molecules Polymers 
molecules 


Anions Cations 


N, S molecules Br-, N03 P04H2- NHt Heavy Pesticides, Hydrocarbons 
Cl- P04H2" metals organochlorines, 


solvents 


Transport in solution Transport in solution and sorbed on solid particles 


Miscible displacement Immiscible displ. 


Possible gas No gas transport Possible gas transport 
transport 


Transformations No Transformations No Transformations 


Sorption 


2. Compartmentalization of the soil profile: the soil profile is divided into 
several layers in order to take into account the characteristics of the different 
horizons. The layers are, in tum, frequently divided into segments for 
calculation purposes. The numbers of layers and segments vary among 
models, depending on their complexity. 


3. Outputs: in general, models simulate the amounts of chemicals which are 
transferred to the atmosphere, to surface water, and to groundwater. They 
often give the distribution of chemicals in the soil profile. 


Attention must be drawn to the fact that some models, used for environmental 
purposes, do not have these general characteristics. This is the case for models 
which specifically describe the chemical speciation in solution (e.g., GEO­
CHEM, MINTEQ, STEADYQL, ref. cited in Ghadiri and Rose 1992), or 
biotic or abiotic transformations of organic compounds (e.g., the pesticide 
degradation model of Soulas and Lagacherie 1990; model NCSoil of Molina et 
al. 1983). 


9.2 Description of Models 


Modeling the fate of soil pollutants is based on the description of solute 
transport coupled with sink/source phenomena. Several more or less complex 
approaches have been proposed to reach this goal. It is outside the scope of this 
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book to review all published models; rather, the aim is to give the character­
istics of those which seem to be more interesting either because of their un­
derlying hypotheses, or because of their potential applications. For details of 
the mathematical techniques which are used, the reader is referred to model 
developers. 


Three scales are usually distinguished: (I) the microscopic scale (at the pore 
level), where elementary laws of fluid mechanics apply, (2) the macroscopic 
scale (classically, the laboratory column), for which an equivalence between the 
real dispersed medium and a fictitious continuous medium is assumed, (3) the 
megascopic scale (the field), where spatial variability of soil properties must be 
taken into account through a stochastic approach. Models for the first two 
scales are deterministic. They may be used locally in the field, but generally 
they cannot be extrapolated. 


It is worth noting that water movements may lead to pollutant transport 
through the transfer either of dissolved molecules or of molecules sorbed on 
solid particles. In the latter case, the transport takes place essentially on the soil 
surface during runoff/erosion processes. It may also take place to a lesser 
degree within the soil profile in association with colloidal materials and hy­
drosoluble humic substances (see Chap. 8), which can bind pesticide molecules 
and make them mobile and readily transportable by water movements (Ballard 
1971; Vinten et al. 1983). The question of transport mechanisms merits more 
attention, particularly in relation to the soil organic matter transformations. 
The present chapter is limited to transport in the soil of pollutants dissolved in 
the aqueous phase. For modeling of runoff and erosion, the reader is referred 
to the book of Ghadiri and Rose (1992) and for gas transport to Chapter 8 and 
to reviews such as that of Taylor and Spencer (1990). This chapter will deal 
only with transport in the liquid phase. 


9.2.1 Deterministic Models 


Numerous examples can be found in the literature. Most of them are based on 
the well-known convection-dispersion (CD) equation. Others rely on quite 
different approaches, based on, for example, the residence time distribution, 
the chemical fugacity, transfer functions, or the reservoir analogy. 


9.2.1.1 Models Based on the CD Equation 


From a general point of view, solute transport is the result of three processes: 
diffusion in the aqueous phase, diffusion in the gas phase, and convection 
combined with hydrodynamic dispersion. Although transport in the gas and 
the liquid phases is simultaneously introduced in some models (the BAM 
model, for example), they are often modeled separately. 
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The CD equation has been used for a long time to describe solute transport 
in porous media. Various initial and boundary conditions have been applied, 
which lead to several solution methods, either analytical or numerical. Ap­
proximate solutIons have been proposed by De Smedt and Wierenga (1978) for 
transport during infiltration and redistribution. Later, van Genuchten and 
Alves (1982) listed several analytical solutions for the one-dimensional CD 
equation. 


For one-dimensional vertical transport, the CD equation is: 


~(PbSi)+~(8Ci)=~[8D(8,q)GCi] -~(qCi)±L<I>, (9.1) 
at at GZ oz GZ 


(a) (b) (c) (d) (e) 


where i denotes a solute, Si is the concentration of sorbed solute (expressed on 
a mass basis (M M-1), Ci is the concentration of the solute in the liquid phase 
(M L -3), 8 is the volumetric water content (0 L -3), Pb is the bulk density 
(M L -3), q is the soil macroscopic water flux (L T-1), <I> stands for any sink/ 
source phenomenon for the solute (M L -3T-1), D(8, q) is the hydrodynamic 
dispersion coefficient (L T-2), which incorporates the effect of mechanical 
(induced flow) dispersion and those of molecular diffusion according to the 
following expression: 


D(8,q) = DP~8) + Dm(q) . (9.2) 


Dm may be estimated from Ogata (1970, in Wagenet and Rao 1990): 


Dm(q) = A. • v (9.3) 


v = q/8 is the pore water velocity and A. (L) is the dispersivity, which de­
pends on the nature of the medium and on the scale of observation. A first 
acceptable approximation for A. may be given by (1/10) th the scale of ob­
servation (Gelhar et al. 1985, in Wagenet and Rao, 1990). Dp(8) is the ef­
fective diffusion coefficient, which may be evaluated from Kemper and van 
Schaik (1966) in Wagenet and Rao (1990): 


Dp(8) = Doaexp(b8) , (9.4) 


Do being the molecular or ionic diffusion in solution, a and b are two empirical 
constants. 
The several terms in Eq. (9.1) relate to: 


- term (a) : time variation of the sorbed solute concentration, 
- term (b) : time variation of the solute concentration in the liquid phase, 
- term (c) : transfer due to hydrodynamic dispersion, 
- term (d) : convective transfer, 
- term (e) : sink/source phenomena. 
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Details on the derivation of this equation can be found in several papers (e.g., 
Wagenet and Rao 1990). 


Two situations must be considered when solving Eq. (9.1): steady-state 
water flow and transient water flow. For steady state, 0 and q are constant, 
and Eq. (9.1) becomes: 


8Si 0 8Ci _ D 82Cj _ 8Ci ± <I> 
Ph 8t + at - 8z2 q 8z (9.5) 


This situation is simpler and allows the relative weights of the various phe­
nomena to be determined quite easily.lt may correspond to either saturated or 
unsaturated media. An example of a model based on this formulation is the 
BAM model (see Sect. 9.2.3). 


For transient water flow, 0 and q must be known as functions of time and 
depth. When the movement of water is assumed to take place predominantly in 
the soil matrix and not in macropores or in any kind of bypass, this may be 
achieved through a mechanistic description of water flow based on an equation 
derived by combining Darcy's law and the equation of continuity. For one­
dimensional transient vertical flow this equation is: 


~~ = :z [K(0) 8H~~, Z)] - A(z, t) , (9.6) 


where H(0, z) (L) is the hydraulic head which is the sum of matric h(0) and 
gravitational g(z) potential energy, neglecting other potential components. 
K(0) (L T-') is the hydraulic conductivity, a function of the soil water content 
0. A(z, t) (T-') represents the uptake of water by the plant. 


Equation (9.6) may be solved for given initial boundary conditions and soil 
properties, to give the function H(z, t). This allows us to obtain h(z, t), which in 
turn gives 0(z, t), provided 0(h) is known. Then, the water flux, q, may be 
calculated from: 


Z2 


q(z, t) = f (~~ )8Z , (9.7) 


Zl 


where z, and Z2 refer to two given depths of the soil profile. 
To use Eqs. (9.6) and (9.7) demands knowledge of the functions K(0) and 


H(0) as precisely as possible, and this is a serious limitation. A better way to 
proceed is to use measurements of hydraulic conductivity and of matric po­
tential for the site where the model is to be applied. This is time-consuming, 
and may be very expensive when many data are required, so that measured 
values are replaced with estimates. These are obtained with empirical equa­
tions, the parameters of which are correlated with soil characteristics (clay and 
silt contents, bulk density). Examples of such equations have been reviewed 
and discussed by Hutson and Cass (1987) and by Tietje and Tapkenhinrichs 
(1993). They may be particularly useful for using soil survey databases, as 
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demonstrated by Petach et al. (1991). Nevertheless, it should be kept in mind 
that hydraulic conductivity and matric potential values obtained in this way 
are only approximate and are sometimes poor estimates. Solutions of Eq. (9.6) 
are obtained for given sets of initial and boundary conditions. Depending on 
these conditions, these solutions can be derived either analytically or numeri­
cally. Equation (9.6) does not apply directly to water transport in non­
homogeneous soils where there are nonmatrix flows, earthworm holes, and 
structural cracks. Modeling for heterogeneous soils will be discussed later. 


Transport of pollutants in the gas phase is described in models based on 
Henry's law and on molecular diffusion. Exchange at the soil-atmosphere in­
terface is described in terms of diffusion in a boundary layer (see the model 
LEACHP for example). 


9.2.1.2 Other Modeling Approaches 


Other approaches are not based on the CD equation. Three selected ap­
proaches are interesting to mention, because of their successful use. 


Models based on chemical engineering theories. The theory of residence time 
distribution was developed for chemical engineering purposes in order to de­
scribe the transport of reactive solutes in chemical reactors (Villermaux 1982). 
It gives a theoretical framework which allows the modeling of simultaneously 
occurring phenomena: convection, hydrodynamic dispersion, mass transfer 
between a mobile and a stationary phase, multisite reversible adsorption, and 
first-order chemical reactions. Basically, this theory gives the distribution of 
residence times of a solute in a porous medium as a function of the char­
acteristic times of elementary processes. This distribution is calculated from the 
time variation of input and output concentrations. This approach has been 
applied to metal transport in soil columns and also in the field (Jauzein 1988; 
Tevissen 1993). Another transport theory has also been applied for modeling 
solute transport: that of networks of mixing cells (Villermaux 1982). 


Models using a compartment description/or calculating water flow. Owing to 
the difficulties encountered when solving Eq. (9.1), simpler descriptions of 
water transport, often called capacity models, have been proposed for mod­
eling purposes. In these descriptions, the soil is assumed to be equivalent to a 
series of reservoirs which can correspond either to the horizons or to any other 
layers. Each reservoir is assumed to be able to hold a maximum volume of 
water which is generally taken as equal to that retained at field capacity. When 
the amount of water entering a reservoir exceeds this maximum volume, the 
excess water is allowed to flow to the next reservoir. The transfer of water 
along the soil profile is described in this way and stops at the layer where the 
water content is below the field capacity. The amount of infiltrating water in 
the first layer is calculated as the difference between the applied water (rain 
and/or irrigation) and evapotranspiration. No kinetic equations are introduced 
in this description; the time interval associated with the transfer is generally set 







272 Modeling the Fate of Pollutants in the Soil 


at 1 day, but other values may be chosen, depending on available data. These 
models have been improved to account for two liquid phases, corresponding to 
immobile and mobile water, by introducing a water content limit, below which 
no water movement is possible. Various values have been given to this limit 
but they are arbitrary. As an example, in the model V ARLEACH, mobile 
water is assumed to be that retained between matric potential values of -10 and 
-200 kPa. Another improvement has been introduced to describe the effect of a 
low-permeability layer on water transfer (model PRZM, see Sect. 9.3). In this 
case, the volume of water held in a soil layer can be greater than that corre­
sponding to the field capacity, and water is progressively drained according to 
an exponential function of the amount of excess water. 


All reservoir-based models describe the downward movement of water but 
some are also able to represent the upward flow when evapotranspiration is 
greater than the water application rate. 


When water movements are described with reservoir-based models, only 
convective transport is considered. If piston flow is assumed, the solute con­
centration remains constant during the transport. This description is a rather 
approximate one, so that improvement may be obtained by allowing partial or 
total mixing between the solution entering a layer and the solution already 
present in that layer. One of the first modeling approaches of this kind was 
proposed by Burns (1974). 


Fugacity-based models. Fugacity models were developed for describing 
pollutant distribution in aquatic systems (Mackay 1979; Mackay and Paterson 
1983). Instead of concentration C (mol m-3) as controlling variable, the models 
use the fugacity f (Pa). 


C=fZ, (9.8) 


where Z is the fugacity, which is characteristic of the chemical, the medium and 
the temperature. For example, if a compound is distributed among the solid, 
liquid, and gas phases, the following relation holds at equilibrium: 


f= Cg = CI = Cs 
Zg Zl Zs' 


(9.9) 


where'Cg and Zg, CI and Zl, Cs and Zs are the concentration and the fugacity 
capacity of the gas, liquid, and solid phases, respectively. 


It can be shown that fugacity capacity factors are simply related to partition 
coefficients, so that Eq. (9.9) can be written: 


Po Po 
f = Cg(RT) = CI Co = Cs pK.iCo ' (9.10) 


where R is the gas constant, T the thermodynamic temperature, Po the satu­
rated vapor pressure at T, Co the water solubility at T, p the solid phase 
density, and Kd , the solid/liquid distribution coefficient for the chemical under 
consideration. 
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Similar relations can be established for chemical distribution among all the 
compartments of the environment, including living organisms. Furthermore, 
the authors have shown that the rates of various processes may be described 
using the product of a fugacity and a transport or transformation coefficient. 
This model, which is essentially a global model, was developed for simulating 
the transfer of pollutants in large and complex aquatic systems such as lakes. 


The fugacity model was further modified by Mackay and Diamond (1989) in 
order to use it for nonvolatile chemicals. In this case, the fugacity can no longer 
be used as an equilibrium criterion because there is no measurable vapor-phase 
concentration. To overcome this difficulty, the authors suggested the use of a 
new variable, based only on liquid concentration and named "equivalent 
concentration". This was applied to simulation of PCBs and Pb distribution in 
Lake Ontario, and it has proved to be an interesting tool. 


9.2.1.3 Transport in Heterogeneous Media 


Soils are often nonuniformly textured and are structured so that their pore 
space is characterized by complex pore shapes and size distributions, which are 
time- and space-variable. This has a profound influence on water and solute 
transport, because one fraction of the liquid phase is immobile while another is 
greatly mobile, which leads to preferential flow. One of the first- models de­
scribing the role played by the immobile phase was proposed by Coats and 
Smith (1964). Immobile water could comprise stagnant water around solid 
particles and/or water held in intraaggregate pores (Nkedi-Kizza et al. 1983). 


Preferential flow seems to be observed in various soils, often in structured 
clay soils, but sometimes also in sandy soils. Numerous published field ex­
perimental results are often poorly or not at all simulated by models which 
describe the fate of soil-applied chemicals. Some weakly adsorbed, but also 
some strongly adsorbed compounds are transported to great depth, as if they 
were subject to an accelerated movement (Ghodrati and Jury 1992). Two ex­
amples are given in this chapter to illustrate the observations. Although flow 
mechanisms are not yet completely understood, three kinds of preferential flow 
have been suggested (Luxmoore and Ferrand 1993). 


- channeling in pores: 
in macropores (¢ > 1 mm), often comprising biopores, 


- in mesopores (¢ < 1 mm) comprising a network of cracks and biological 
channels, 


fingering flow, due to wetting front instability; and 
- funnel flow, caused by redirection of flow by heterogeneities in the profile. 


When such flow patterns occur, solute transport may greatly deviate from a 
near piston-like displacement. Attempts have been made to model such a 
phenomenon, mainly by distinguishing mobile and immobile water, the former 
being partially or totally responsible for the rapid transport. Several models 
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have been proposed to account for preferential flow in laboratory columns 
(e.g., Coats and Smith 1964; van Genuchten and Wierenga 1976; Gaudet and 
Vauclin 1990) and in the field (e.g., Addiscott et al. 1986; Corwin et al. 1991; 
Hutson and Wagenet 1993; Jarvis 1994). 


Pore heterogeneity and its influence on water and solute transport have been 
introduced into models via two approaches. In the first, an attempt is made to 
use the pore-size distribution either by solving the CDE for several pore classes 
(Lindstrom and Boersma 1971) or by defining probability density functions of 
the solute travel times (Destouni 1993). The second approach more simply 
involves dividing the pore space into two fractions, corresponding to mobile 
and immobile water. This division may be based on hydraulic and water­
retention porperties of the soil as in the model MACRO proposed by Jarvis 
(1994). It may also be roughly defined by considering that immobile water is 
held below a given water potential, for example, the field capacity or an as­
sumed fraction of it. These fractions are introduced to describe the water flow 
in either capacity models (Addiscott et al. 1986; Corwin et al. 1991), CDE­
based models (van Genuchten and Wierenga 1976; Gaudet and Vauclin 1990, 
or semiquantitative descriptions (Calvet et al. 1978). 


Another. aspect of modeling transport in heterogeneous media is the in­
troduction of solute exchange between mobile and immobile water, which is 
assumed to be diffusion-controlled and described either by a first-order rate 
function (van Genuchten and Wierenga 1976) or by Fick's law if the geometry 
of the media is known (van Genuchten and Dalton 1986). As also suggested by 
Luxmoore and Ferrand (1993), mixing of solute between the two water phases 
may also result from disconnection/reconnection of water flow paths during 
drying and wetting cycles. 


Besides the mathematical difficulty due to complex flow patterns, two 
questions still remain without a satisfactory answer: how must soil hetero­
geneities be characterized, and how can the partitioning between mobile and 
immobile water be defined in order to feed the models with pertinent input 
data? This is probably a challenge for future researchers. 


9.2.1.4 Sink/Source Phenomena 


Soil pollutants are often affected by several phenomena which provide sinks or 
sources for solutes in the fluid phase. Transformation, degradation, retention, 
and precipitation processes are sink phenomena; desorption, solubilization, 
and, in some cases, transformations (e.g., nitrate production) are considered as 
sources. Modeling these phenomena can be done with various degrees of ap­
proximation, for both the physical description and their dependence on soil 
water composition and temperature. 


Several criteria may be used to classify reactions corresponding to sink­
source phenomena. According to Rubin (1983), reactions may be classed into 
the following categories: 







Description of Models 275 


fast and slow reactions, the former corresponding to local equilibrium, 
homogeneous and heterogeneous reactions, the latter category being 
obviously relevant for the soil, 


- surface (sorption) and classical reactions (oxidation, reduction, precipita­
tion, dissolution, and complex formation). 


Pollutants are not equally affected by all transformation reactions, as 
schematically indicated in Table 9.1. 


Retention Phenomena. Retention is the transfer of chemical species form the 
liquid or the gas phase to a solid phase because of reversible (sorption) and/or 
irreversible phenomena. Sorption is always included in models, even in the 
simpler ones, but irreversible retention is practically never considered. Non­
singularity of retention was only recently introduced into a few models (e.g., 
Piver and Lindstrom 1990). This is not a satisfactory situation, because an 
increasing body of observations is adding increasing interest to this phenom­
enon (Calvet 1994). There are many unanswered questions about m()lecules 
retained by irreversible retention (bound residues), as regards their nature, 
their properties, and their mobility (see Chap. 6). Modeling the fate of pesti­
cides in soil should incorporate such a phenomenon. Nevertheless, whether the 
questions are fully answered or not, pesticide-leaching models would be im­
proved by a better description of sorption. Two aspects have to be considered. 
The first, probably connected with bound residue formation, is the time de­
pendence of the sorption coefficient. The estimation of sorption coefficients for 
modeling is not a simple matter (Green and Karickoff 1990; Calvet 1994) and it 
is further complicated by its time dependence. It appears that the apparent 
sorption coefficient increases with time, as suggested by several observations 
(Walker 1987; Boesten et al. 1989; Lehman et al. 1990; Barriuso et al. 1992) 
but, unfortunately, experimental find theoretical procedures are not yet 
available to evaluate the sorption-time relationship. 


Sorption kinetics and equilibrium characteristics must be taken into account 
when introducing sorption phenomena into Eq. (9.1). The simplest situation 
corresponds to transfer with local equilibrium, in which case only sorption 
isotherms are necessary. This applies to media in which all active surfaces are 
equally and readily accessible, such as homogeneous slightly swelling soils, 
poorly aggregated soils, and soils with low organic matter content. For other 
situations, the assumption of local equilibrium is an approximation which may 
be rather irrelevant in highly heterogeneous soils and soils rich in organic 
matter. So the most frequent situation is that of nonequilibrium which involves 
the introduction of sorption kinetics. 


Brusseau et al. (1991) grouped the rate-limiting processes into two cate­
gories: transport-related and sorption-related nonequilibrium. The former re­
sults from the existence of several flow domains, related to macroscopic 
heterogeneities (aggregates, macropores, cracks). Sorption-related non-. 
equilibrium may result from chemical nonequilibrium due to rate-limited in­
teraction between sorbates and sorbents. This may be relatively unimportant 
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for hydrophobic molecules, but not for polar molecules. Sorption-related 
nonequilibrium may also result from diffusive mass transfer which involves 
three processes: (1) film diffusion (probably negligible), (2) retarded in­
traparticle diffusion (diffusion into the micropores of aggregates), (3) in­
trasorbent diffusion. This process corresponds to the diffusion of hydrophobic 
molecules into the organic matter particles and of polar molecules into clay 
particles. Several models have been developed in order to take sorption kinetics 
into account (Pignatello 1989). Equilibrium characteristics are provided by 
sorption isotherms which can be linear or nonlinear whatever the solute spe­
cies, ionized or nonionized molecules. However, linear sorption isotherms have 
often been observed or used for the past 50 years to explain chromatographic 
separation (Martin and Synge 1941). It is obviously more easy to deal with 
linear isotherms when modeling solute transport. For nonionized molecules, 
the distribution coefficient Kct or the related coefficients Koc and Kom are used 
(see Chap. 5). For ion exchange reactions, equilibrium constants must be 
known, which implies the knowledge of ion selectivity coefficients. Many ex­
periments have beeen conducted to study the relationship between sorption 
and transport, and a complete description of these has been published by 
Schweich and Sardin (1981). 


Models for heavy metals deal with precipitation/solubilization phenomena 
through speciation calculations and solubility relationships (e.g., Ghadiri and 
Rose 1992). 


Chemical and biochemical transformations. Solutes may be transformed 
during transport, because of biotic or abiotic reactions, which results in the 
disappearance of more or less chemicals usually from the liquid phase, but 
sometimes also from the solid phase. 


Soulas (1995) has recently reviewed the models used to describe the biode­
gradation of pesticides. Experimental data show that biodegradation conforms 
to either first- and second-order kinetics or to hyperbolic (Michaelis-Menten) 
kinetics, depending on the molecule and the soil. However, these are only 
global descriptions, so that attempts to model biotransformations more pre­
cisely have been undertaken. This was done by introducing microbial processes 
in order to take into account both the degradation and the maintenance and 
growth of microbial populations. Transformation of nitrogen compounds has 
also been extensively studied and has lead to several models, particularly for 
nitrate and ammonium ions. Examples of such models are those of van Veen 
and Paul (1981), Molina et al. (1983), and Jenkinson et al. (1987). 


For transport modeling, it is generally assumed that transformations may be 
described by global first-order kinetics, whatever the number of reactions in­
volved. For organic pollutants, abiotic and biotic transformations and de­
gradation are generally not distinguished; they are lumped into a global 
equation. When first-order rate kinetics are assumed to be valid, it is necessary 
to know only one parameter, the first-order rate constant, and its relationships 
with the soil water content and temperature. The basic equation is: 
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aCi = -IICi at r, (9.11) 


where J.l is a first-order rate constant. 
This is only approximately true, but it is an acceptable approximation for 


most modeling purposes. Nevertheless, in all cases, the main difficulty is due to 
variation of J.l with environmental factors such as soil temperature and hu­
midity. Some simple relationships have been proposed for pesticides. 


An important point is the coupling of sorption with transport and trans­
formation-degradation processes. Sorption which is rate-limited by transport is 
related to the presence of heterogeneous flow domains and, particularly, to the 
more rapid flow in macropores which prevents pesticide molecules from 
reaching adsorbing sites in micropores. Some modeling approaches have been 
proposed to describe this coupling. Sorption may modify biotic transforma­
tions and degradation in two ways. The first is the reduction of the amount of 
degradable pesticide, which happens because sorbed molecules are not mobile 
and are thus inaccessible to microorganisms. The second way involves a kinetic 
effect related to the diffusion of molecules out of the micropores, which is 
necessary if they are to be accessible. Models to account for this kinetic effect 
have recently been developed by Scow and Hutson (1992) and by Duffy et al. 
(1993). Introduction of such a coupling, at least in research models, would 
enable us to simulate the fate of pesticides more precisely. 


9.2.2 Stochastic Models 


The uncertainty of model parameter values resulting from lateral and vertical 
soil variability explains why deterministic models fail to describe water and 
solute transport in the field correctly. As stated by Jury (1982), from an en­
vironmental point of view, it is generally the minimum residence time which 
should be estimated, particularly for prediction purposes. Several approaches 
may be followed to achieve this goal, which also take the spatial variability into 
account. 


Scaling theory had been applied by several modelers to describe water and 
solute transport in terms of the deterministic flux and mass balance theory 
applied to parallel and non-interacting regions where vertical flow is taking 
place. Each region is characterized by a set of hydraulic and retention prop­
erties and is assumed to possess similar structure characteristics (Dagon and 
Bresler 1979). Another approach is to consider soil properties as random space 
functions and to run models with values derived from these functions (Russo 
1993). As a consequence, the resulting flow equations are of a stochastic nature 
and dependent variables are also random space values. This approach may use 
Monte Carlo calculations or mean solutions, determined analytically or nu­
merically (ref. cited in Villeneuve et al. 1990). This procedure involves the 
determination of the spatial distribution of soil properties, which may often be 
impractical or, at least, very time-consuming and expensive. 







278 Modeling the Fate of Pollutants in the Soil 


An alternative is obtained by considering the field soil as a transfer medium, 
characterized by transfer functions, without defining any transport mechanism. 
According to Jury (1982), the transfer of solute from the soil ~urface to any 
given depth in the soil is considered to be a stochastic function of time, or of 
the net amount of water applied to the soil. Modeling expresses the solute 
concentration at a given time and at a given depth, as a function of both the 
probability density distribution of water application rate, and of soil travel 
times, which depend on the variability of soil properties. This transfer function 
is a concept similar to that used in chemical reaction engineering, but is defined 
in a stochastic instead of a deterministic way. A generalization of transfer 
function modeling to solutes undergoing physical, chemical, and biological 
transformations was proposed by Jury et al. (1986b). They introduced a life­
time density function to represent the net influence of soil processes and modes 
of solute input on the solute lifetime. This modeling approach has been shown 
to be able to simulate bromide and chloride transfers during unsteady flow in 
an unsaturated well-structured clay soil (White et al. 1986). The transfer 
function of the soil medium has also been described in terms of a continuous 
time variation (Knitton and Wagenet 1987). The calculation of the probability 
of movement of solute molecules between adjacent soil layers enabled the 
solute concentration to be calculated. The authors have shown that this model 
is able to describe the transport of bromide and nitrate in layered soil columns. 


9.3 Examples of Models Describing the Fate of Pesticides in Soils 


The purpose of this section is to give an idea of the great variety of models and 
to illustrate how some of them are constructed. The reader's attention must be 
drawn to two points. The first is that the following presentation is not ex­
haustive and does not claim to be complete; a more detailed review was re­
cently published by Ghadiri and Rose (1992). The second is that, although 
these models were developed for pesticides, they may be used for other organic 
chemicals as well. They may also be used for metals if degradation processes 
are removed and if routines describing precipitation processes and speciation 
are introduced. Models describing the fate of nitrogen in soils present the same 
features as regards water and solute transport; however, their biodegradation 
part is different and applies specifically to mineral and organic nitrogen 
transformations. Examples of models which are discussed below are presented 
in Table 9.2. 


Relations describing water and solute transport and the water balance in the 
soil constitute the master set of equations. These equations are coupled with 
other equations representing sorption/desorption, transformation/degrada­
tion, plant uptake, and volatilization. These phenomena are described below, 
in various degrees of detail. 
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Table 9.2. Pesticide leaching models 


Acronym Model Category Reference 


LEACHMP3 Leaching estimation and Research Hutson and Wagenet 
chemistry model (1992a) 


X Mathematical model for Research Piver and Lindstrom 
describing transport in the (1990) 
unsaturated zone of soils 


y Modeling the influence of Research Boesten and van der 
sorption and transformation Linden (1991) 
on pesticide leaching and 
persistence 


PESTFADE Pesticide fate and transport Research Clemente et al. (1993) 
model 


VARLEACH Research/ Walker (1987) 
management 


MACRO Model of water movement Research/ Jarvis (1994) 
and solute transport in management 
macro porous soils 


PRZM2 Pesticide root zone model Management Mullins et al. (1992) 


VULPEST Vulnerability to pesticides Management Villeneuve et al. 
(1990) 


GLEAMS Groundwater loading effects Management Leonard et al. (1987) 
of agricultural management 
systems 


BAM Behavior assessment model Screening Jury et al. (1983) 


CMLS Chemical movement in Educational Nofziger and 
layer soils Hornsby (1986) 


aDate of the last published version. 


9.3.1 Transport Phenomena 


Table 9.3 gives an overview of the transport phenomenl!- included in the various 
models, and Table 9.4 indicates how water transport is described in the models. 
When the Richards equation is resolved for transient flow, hydraulic con­
ductivity-water content and matric potential-water content relations are nee­
ded, and this is often a serious limitation to model application. In constrast, the 
PRZM2, V ARLEACH, and CMLS models demand only some water content 
data such as the field water capacity, the wilting point, and the water content, 
at some specified matric potentials (e.g., -10 and -200 kPa). 


In some models, the effect of a water table can be accounted for by simu­
lating upward flow. This is done by modeling capillary rise in a model based on 
the water transport Eq. (9.6). 







280 Modeling the Fate of Pollutants in the Soil 


Table 9.3. Transport phenomena included in the models 


Model Evapo- Solute transport Heat Runoff 
trans- transport 
piration Transport in the soil Volatili- in the soil 


zation 
Convection Convection 


dispersion 


LEACHMP3 X X X X 
X X X X X 
Y X X 
PESTFADE X X 
VARLEACH X X 
MACRO X X X X 
PRZM2 X X X X X X 
VULPEST X X 
GLEAMS X X X 
BAM X X 
CMLS X X 


Solute transport may be obtained by the solution of the dispersion/c~m­
vection equation (LEACHMP, X, Y, PESTFADE), by multiplying a water 
flux by a solution concentration (VULPEST, BAM), by piston flow (CMLS), 
or by displacing given volumes of water and allowing complete mixing of 
solutions (PRZM, VARLEACH). Volatilization and losses from the soil to the 
atmosphere are obtained by coupling the liquid/gas partition of the pesticide 
(Henry's law) with diffusion in the gas phase of the soil and in the atmosphere 
just above the soil surface. 


All the models cited above simulate the water and solute transport in the 
unsaturated zone for given sets of boundary conditions. These boundary 
conditions (Table 9.5) cover several field situations but necessitate the nu­
merical solution of the water-transport and convection-dispersion equations. 


9.3.2 Sink/Source Phenomena 


Several sink/source phenomena are introduced in the various models described 
above. Characteristics which are used are summarized in Table 9.6. 


It is interesting to note some additional information: 


1. Concerning sorption 
in the X model, the linear sorption coefficient is expressed as a function of 
the granulometric composition and of the organic matter content. A first­
order rate-irreversible sorption is also introduced. 


- in LEACHMP2, two-site sorption kinetics can be used; one fraction of 
the sites exhibits a local chemical equilibrium, and a second fraction is 
characterized by kinetically contrQlled sorption and desorption which are 
described by linear isotherms. 
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Table 9.4. Modeling water transport 


Model Modeling water transport 


LEACHMP3 Generalized Richards equation 


X Generalized Richards equation 


Y Generalized Richards equation 


PESTFADE Generalized Richards equation 
VARLEACH 


MACRO 


PRZM2 


VULPEST 


GLEAMS 


Mass balance applied to water in 
soil layer, flow drainage is 
calculated as the excess of water 
compared with field water capacity 


Generalized empirical Richards 
equation for flow in micropores 
drainage rule in macropores 


Mass balance applied to water in 
soil layer, flow drainage is 
calculated as the excess of water 
compared with field water capacity 


No calculation of water transport 


Mass balance applied to water in 
soil layer; flow drainage is 
calculated as the excess of water 
compared with field water capacity 


Comments 


Possible choice between 
steady and transient flow 


Equation can also be solved 
for transport in the vapor phase 


Distinction is made between 
mobile and immobile water 
for calculating the flow of the 
soil solution 


Distinction is made between 
macro- and micropores to ac­
count for preferential flow 


A fraction of water held in each 
layer may be allowed to drain 


Amount of water which infil­
trates is an average monthly 
value of the difference between 
rainfall and evapotranspiration 


BAM The Richards equation is solved for The soil profile is assumed to be 


CMLS 
steady flow at a uniform water content 


M.;ss balance applied to water in 
soil layer, flow drainage is 
calculated as the excess of water 
compared with field water capacity 


in, PESTFADE a two-sites approach is also developed; the two types of 
sites are characterized by first-order rate kinetics but have different 
localizations, one being available in micropores, the other in macropores. 
A sorption kinetic model formulated by Gamble and Khan (in Clemente 
et al. 1993) may be incorporated. 


2. Concerning transformation and degradation 
in BAM, the degradation rate constant may vary with depth according to 
an empirical reduction factor. 
in the Y model, the degradation rate constant may also vary according to 
an empirical numerical function of depth proposed by the authors. 
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Table 9.6. Sink/source phenomena 


Model PU Sorption 


Equil. N.E 


Model L NL NE 


LEACHMP X X X X 
X X X 
Y X X 
PESTFADE X X 
VARLEACH X 
MACRO X X 
PRZM2 X X 
VULPEST X 
GLEAMS X X 
BAM X 
CMLS X 


Biotic transfonnation 
and degradation 


Abiotic 
transfonnations 


Liquid Gas Liq. Sol. 


1st. 8 T z 


X X X X ? X 
X X X X X 
X X X X 
X X X X 
X X X X 
X 
X 
X 
X 
X X 
X 


PU: plant uptake; 8: water content-dependent rate constant; T: temperature-dependent 
rate constant; z: depth-dependent rate constant; liq.: abiotic transfonnation in the liquid 
phase; sol.: abiotic transfonnation at the soil constituent surfaces; Equil.: sorption 
equilibrium; L: linear isothenn; NL: nonlinear isothenn; 1st.: overall first-order 
reaction; MACRO: the rate constant of degradation can be different in micropores and 
in macropores. 


in many models, a different value of degradation rate can be introduced 
for each soil horizon as input data. 
LEACHMP3 can simultaneously simulate the fate of several chemicals 
(up to 10) undergoing biotic and abiotic reactions, all being of the first 
order. The several rate constants are allowed to vary with depth, soil 
water content, and temperature. Transformation in the gas phase is also 
introduced. 


9.4 Some Problems Connected with Modeling 


Using models is not a simple matter, even when the software can be easily 
handled. Answers must be given to several questions, three of the most im­
portant being: At what scale is modeling to be performed? What parameter 
values must be used in relation to model sensitivity? When is a model valid? 


9.4.1 The Scale of Modeling 


Spatial scale. As is well known, soil is a porous medium which presents a high 
spatial variability from the molecular to the regional scale. As a result, it is 
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important to specify the scale at which modeling is to be performed and what 
models are to be used. Wagenet (1993) has recently proposed a hierarchical 
organization of spatial scales, together with the possible corresponding mod­
eling approaches (Fig. 9.1). He emphasized the fact that mechanistic determi­
nistic models cannot describe a variable field at any particular scale in a single 
run of the model. These models must be used with a deterministic/stochastic 
approach which appears to be possible only when simplified descriptions of 
transport are used, as shown by Hutson and Wagenet (1993). In particular, 
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Fig. 9.1. Hierarchical organization of spatial scales related to soil pesticide studies and 
modeling approaches. (After Wagenet 1993) 
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Fig. 9.2. Predicted leaching of atrazine in a soil column for different years. (After 
Walker and Hollis 1993) 


multiple runs, in which various combinations of climate, soil, crop and che­
mical applications are used, enable us to deal with the (i + 3) and (i + 4) scale 
levels (Fig. 9.1). 


Temporal variability. Temporal variability may characterize soil properties, 
climate, and the coupling between the two. It seems from the literature that 
only climatic variations have been taken into account. Figure 9.2 gives an 
example of the effect of climatic variation on the simulation of atrazine 
leaching in soil columns under several climatic conditions (Walker and Hollis 
1993). It clearly appears that temporal extrapolation is not possible from a 
single simulation but necessitates a frequential analysis. 


9.4.2 Model Sensitivity 


Model sensitivity to variations of input parameters is key information for the 
correct application of pesticide leaching models. This is so because input 
parameters are highly variable, whether they are measured or estimated. 


The variability of measured values has two components, one due to un­
certainties associated with protocols and analytical methods, the other being 
the result of spatial variability of the soil properties. This spatial variability has 
been described by Rao et al. (1986) in terms of factors linked to the site 
pedogenesis (intrinsic factors) and to cultivation and pesticide application 
practices (extrinsic factors). As a result, the soil properties display a wide in­
situ variability, as was emphasized above. Field variations of about 30% in the 
sorption coefficient and half-life are currently observed (e.g., Allen and Walker 
1987). 


It is also important to be aware of the variability of estimated parameters, 
which are frequently used for predictive purposes. Some important parameters 
such as the normalized sorption coefficient, Koc and the degradation half-life, 
TI/2 have to be estimated when measured values are lacking. The only way to 
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Table 9.7. Example of average Koc values and their 
associated coefficient of variation. (Gerst! 1990) 


COMPOUND 


Atrazine 
Carbofuran 
Diuron 
Lindane 
Napropamide 
Trifiuralin 


n 


217 
52 


156 
94 
36 
22 


n: number of observations. 
Koc: average value (1 kg -I). 


227 
78 


384 
1160 
487 


11035 


CV 


158 
229 


74 
176 


71 
72 


CV: coefficient of variation (%). 


Table 9.S. Examples of half-life range values reported 
by Mullins et al. (1992) 


Pesticide 


Aldicarb 
Dicamba 
2,4-D 
Malathion 
Parathion 
Picloram 
Trifiuralin 


Degradation rate 
constant days -I 


0.1486-0.0023 
0.2140-0.0197 
0.0693--0.0197 
2.9100-0.4152 
0.2961--0.0046 
0.0354--Q.0019 
0.0956-0.0026 


do this is to refer to published values, which are generally widely variable. 
Table 9.7 gives a series of Koc values compiled by Gerst! (1990) and their 
associated coefficients of variation. The same situation is also observed for the 
first-order rate constant, as indicated in Table 9.8. 


Thus, it is important to know the consequences of such variability for si­
mulations. This knowledge is useful for defining the necessary precision of 
input parameter measurements and also for interpreting simulated results. 
These consequences are indicated by the sensitivity analysis which is based on 
the ratio of the output changes to input changes over the full range of likely 
parameter values. Furthermore, as stated by Addiscott (1993), sensitivity must 
be analyzed for changes in parameter values and for changes in variance of 
parameter values. The sensitivity of pesticide leaching models to variations of 
sorption and degradation parameters is high (e.g., Villeneuve et al. 1988; 
Boesten 1991). Studying the simulation of aldicarb leaching by means of the 
PRZM model, Villeneuve et al. (1988) showed that an uncertainty of 15% in 
the degradation rate and of 24% in the sorption coefficient generate a possible 
modification of 100% in the predicted cumulative quantity of pesticide 
reaching the water table after 3 years. The papers of Boesten (1991), Jarvis 
(1994), and Booltink and Bouma (1993) give examples of detailed sensitivity 







Some Problems Connected with Modeling 287 


analysis. Two examples of sensitivity analysis results are given in Fig. 9.3. 
From the high sensitivity of the models to sorption and degradation para­
meters, it can be concluded that these parameters must be known as precisely 
as possible, including their variation along the soil profile. 


From a general point of view, sensitivity assessment must be discussed 
carefully, taking into account the nature of the parameters and the period 
corresponding to the simulation. It is also important to be aware that the use of 
different criteria such as the distribution of the chemical in the soil profile, the 
amount remaining in a given soil layer, the amount leached and the amount 
transported beyond a given depth, may lead to different conclusions. Thus, 
comparison between models should use the same criteria. 


9.4.3 Model Validation 


As emphasized by Loague and Green (1991), "a model should be assumed 
suspect until it is proven correct.'~ Model validation is obviously an important 
step in the modeling process. Models must be validated before they can be used 
with confidence in decision-making and risk-assessment processes. There are 
relatively few published papers reporting validation works based on objective 
validity criteria and, generally, they COncern only One site and one year of 
experiments. Thus, it is not easy to know how precisely the various models ar 
able to describe the fate of pollutant and how they can be used for application 
purposes. Validation encounters two main difficulties: the first COncerns the 
acquisition of data and the second relates to validation procedures. 


To validate a model properly, it is necessary to obtain many data. Input 
parameter values can be obtained by appropriate measurements, by estimates 
based On some correlations between parameters and some soil properties (e.g., 
pedotransfer functions), by calibration, and from published values. The best 
way is to measure the required parameters, but this is not always possible and 
estimates are often used. Nevertheless, whatever the acquisition procedure, it is 
necessary to estimate the associated uncertainty. This may seem obvious, but 
published complete parameter data sets are not very numerous. A second set of 
data concerns those related to the experiment. This raises the problem of the 
soil-sampling procedure, which has been discussed, among others, by Smith et 
al. (1987). Solute concentrations at a given location and at a given time must be 
known, together with their associated uncertainities. Thus, the number of soil 
samples must be compatible with the desired accuracy for a given level of 
confidence, and it is important to make sure that sampling points are randomly 
distributed and independent. The great number of measurements needed 
makes experiments very expensive and explains why many published studies 
are not based On detailed data sets. Nevertheless, any modeling work should be 
accompanied by well-designed field experiments, which enable both observed 
results and simulation uncertainties to be correctly estimated. Under these 
conditions, the validation procedure can be based On sound comparisons be-







288 


a 


0 
1£1 
:r 
0 
-t 
1£1 
...J 


1£1 
0 
(3 
i= 
/I) 


~ 
0 
1£1 
::::i 
Q. 
Q. 
-t 


~ 
~ 


10 1 


10- 1 


10-3 


10-4 
0 


10 I 


10° 


-4 
0 


0.1 0.2 0.3 


"ref(d-I) 


• pressure head 


D rain intensity 


A contact area 


... surface storage 


• conductIvity 


0.4 


Modeling the Fate of Pollutants in the Soil 


b 


SANDY LOAM 
1£1 
CI 
-t 
Z 
Ci 
2i 
~ 0.8 


~ 0.6 
...J 
~ 0.4 


0.2 


0 
0 2 3 4 


RELATIVE INPUT 


1.8 


1.6 CLAY LOAM 
1£1 
CI .. 
z 
Ci 
Q: 
0 
1£1 
> 
~ 
...J 
1£1 
Q: 


3 4 


RELATIVE INPUT 


2 3 4 


RELATIVE INPUT 


Fig. 9.3. Examples of sensitivity analysis. a Model MACRO (after Jarvis 1991). 
Variation of % of applied pesticide leached with the degradation rate (~ef) and with the 
sorption coefficient (K.!). b Model of Booltink and Bouma (1993). Variation of the 
relative drainage as a function of the relative input values of pressure head, rain 
intensity; contact area, surface storage, and conductivity. 







References 289 


tween observed and simulated data. Attention must be drawn to the fact that 
calibrating a model against a given field data set is not a validation. This only 
shows that the model outputs are able to represent this data set numerically. 
The second difficulty stems from the validation procedure to be applied. This 
question has been discussed by several authors (e.g., Loague and Green 1972; 
Parrish and Smith 1990). The validation is based on the camparison between 
experimental data and simulated data. Various experimental data are currently 
used: total mass of solute, position of the center of mass, peak concentration, 
time necessary for a critical concentration to reach a given depth, depth of the 
leaching front, mass flux through a given surface, etc. Several statistical criteria 
may be used: maximum error, root mean square error, coefficient of determi­
nation, modeling efficiency, and coefficient of residual mass (see Loague and 
Green (1972) for definitions). However, another question remains: what is the 
maximum acceptable difference between observed and simulated data for 
predictive purposes? A complete and definite answer probably does not exist 
today, and this is a fundamental point. Parrish and Smith (1990) have dis­
cussed model performance testing and they have stressed the fact that, due to 
their approximate nature, models are incapable of calculating the true values. 
They can only be expected, at best, to come close to them. According to these 
authors, a model may be considered valid if it gives values nearly equal to or 
sufficiently close to true values that the criterion of model validity lies in the 
definition of what is meant by "sufficiently close". Finally, it is for model users 
to decide what differences are acceptable, in the light of the nature of the 
problem under consideration, the type of model, the available data, and the 
objectives assigned to the modeling procedure. 
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CHAPTER 10 


Risks and Remedies 


Soil remediation has to be considered when potentially toxic elements or 
substances present in soils may have adverse effects on biodiversity or human 
health. The choice of the most suitable treatment is based mainly on the as­
sessment of the risk to the environment imposed by the presence of toxic 
substances in the soil. 


The risk assessment includes diagnosis and prognosis of pollution. The di­
agnosis is the characterization of the polluted land at the present time (nature 
and state of pollutants; spatial extent of the pollution; hydrologic, pedologic, 
and geologic characteristics of the site; etc.). The prognosis is a prediction of 
the evolution of the pollution with time as a result of a change in some soil 
parameter(s) [pH, redox potential (Eh), etc.]. The risk assessment is based 
partly on the scientific data discussed in the preceding chapters, which de­
scribed the physicochemical state, the location, the transformation, the mo­
bility, and the bioavailability of pollutants; it also considers data characterizing 
the soil. The methodology developed for the risk assessment can be used to 
monitor the pollution after remediation. 


The choice of treatment takes into account the risk assessment before, 
during, and after remediation, but must also consider its cost and the desig­
nated use of the land. 


This chapter is dedicated to risk assessment, treatments, impacts of the 
treatments, pollution control, and cost of remediation. 


10.1 Risk Assessment 


The risk for the environment of potentially toxic elements or compounds 
present in soils is strongly related, on the one hand, to the state, mobility, and 
bioavailability of these substances and, on the other, to the geologic and 
pedologic characteristics and the physicochemical and biological properties of 
the soil. The risk assessment comprises two parts. The first, diagnosis, is the 
characterization of the pollution at the present time including a description of 
the soil properties. The second part, prognosis, is a description of changes 
which may occur in the course of time or in case of changes in the physical or 
biological parameters of the soil, e.g., pH or Eh. 
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10.1.1 Diagnosis 


Contaminated land results from human activities. Among contaminants we 
may mention: metals, such as Cd, Pb; Cu; metalloids, such as As, Se; organics, 
such as pesticides; and mineral compounds, such as chlorides and nitrates. 
Pollution may be localized or dispersed. Localized pollution can result from an 
accident during transport or storage (oil, etc.), or from fixed activities (in­
dustrial plants, smelters, etc.), as a consequence of which, quite high con­
centrations of potentially toxic materials may be found on small areas. 
Dispersed pollution occurs when pollutants are spread at low concentration 
over large areas. In both cases, several determinations have to be made. 


Identification of the pollutants and characterization of the site can be easy in 
the case of a transport accident, when the spilled product is known, or of a 
specific industrial activity (lead-battery plant, crystal factory, etc.) They could 
be more difficult if several different activities succeeded one another at the same 
site or if toxic pollution results from leaching from a waste disposal site or from 
crop protection practices. In all cases, a geologic, pedologic, hydrologic, and 
geographic study has to be conducted, to obtain information on the polluted 
site environment. The impacts of this environment on the mobility, bioavail­
ability, and transformation of the pollutants and, hence, on their impact on cthe 
wider environment, are strongly dependent on these characteristics. 


Spatial extent of the pollution has to be determined by sampling, which must 
be done by a method which takes into account the spatial heterogeneity of the 
surface and the pedologic and geologic horizons: samples have to be collected 
in homogeneous domains on the surface and in each horizon of the soil profile. 
We must avoid sampling in depth simply as a function of the distance from the 
surface, since this has no significance. Sampling should include water from the 
water table if there is one. The spatial spreading of the pollution with time is a 
function of the pollutant mobility. 


Plants, lichens, microfauna, etc. can be used as bioindicators, giving in­
dications of toxicity and biodiversity. The chemical analysis of plants may yield 
information about the bioavailability oftoxics. More generally, the impacts on 
the food chain (water, vegetables, etc.) and on people living in the vicinity also 
have to be considered. 


Physicochemical state and location of pollutants. The chemical analysis of 
collected samples may yield more information on the location of toxics, on the 
scale of particular domains of the surface, or of horizons in the soil profiles. It 
is also important to know the location of toxics on the soil-constituent scale 
(one element may be preferentially associated with one constituent: Cu with 
organic matter, etc.) but also on the molecular scale (elements can be com­
plexed by organic matter or fixed by iron, aluminum, or manganese oxihydr­
oxides, or adsorbed on clay surfaces, etc.) This may help us to understand the 
mechanisms involved in the retention of pollutants by soil constituents which 
were discussed in the previous chapters. 
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The mobility (how elements or substances move from one compartment of 
the soil to another), bioavailability (the capacity of elements or substances to 
be absorbed by living organisms), retention, and transformation of toxic ma­
terials are strongly related to their physicochemical state and their location in 
the soil solid phase. For example, metals naturally included in the structure of 
minerals have no adverse effect on the environment (biodiversity, plant toxi­
city, etc.), because the mobility and bioavailability of such trapped elements is 
very low. This generally applies to elements naturally present in soils (geo­
chemical background). These potentially toxic elements, whose mobility and 
bioavailability are very low, present no risk to the environment. Thus, it is 
necessary to determine precisely not only the total amounts of toxic materials, 
but also their physicochemical states and their locations. The relationships 
between the physicochemical state of pollutants (e.g., speciation) and the 10-· 
cations of potentially toxic elements and substances in soils are largely de­
scribed in the previous chapters. 


10.1.2 Prognosis 


This comprises the prediction of the evolution of the pollution as a function of 
time, and of the consequent physicochemical and biological changes. The 
prognosis has an impact on the way to manage the contaminated land. If the 
spatial spreading of the pollution as time goes on were expected to be negli­
gible, it could be better to leave the site in its existing state; on the other hand, 
if the spatial extent of the pollution would increase rapidly, remediation has to 
be undertaken. Prognosis is an important part of the risk assessment, which, 
therefore, includes both diagnosis and prognosis. 


As a consequ~nce, the risk cannot be assessed only on the basis of the total 
amount of potentially toxic elements or substances in the soil. The state of the 
soil and contaminants at the present time, and also its evolution as a function 
of time and as a result of changes in the physicochemical or biological para­
meters of both pollutants and site, have to be considered. Risk assessment is a 
wider concept than the characterization of pollution; it includes several para­
meters whose sum cannot necessarily be expressed numerically. Thus, it is more 
complicated to introduce risk assessment into regulations. 


10.2 Selection of Remedies 


The objective of treatments is to reduce the risk related to the presence of toxics 
in soils to an environmentally acceptable level. The treatment does not ne­
cessarily mean that pollutants have to be removed. Treatments which have a 
positive effect on each factor considered in the risk assessment (mobility, 
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bioavailability, transformation, etc.} also have to be considered. Thus, the 
choice of the suitable treatments will be based on the risk assessment itself and 
on the effects of the treatments on the parameters involved in the risk assess­
ment. The following methods of selection of remedies should be considered, 
under the various indicated conditions. 


10.2.1 There Is No Pollution Risk in the Land Under Consideration 


If the risk to the environment is very low, with no impact of the potentially 
toxic elements or substances on the health of living organisms, including hu­
mans, through water or the food chain, nothing need be done, even if the 
content of these toxic materials is higher than the threshold values defined in 
some regulation. It is important to keep in mind that in some places the natural 
content of potentially toxic elements may be much larger than these threshold 
limits, with absolutely no risk to the environment. Such a situation exists in the 
eastern part of France, where the natural content of Ni in the various horizons 
(120-200 ppm) is larger than the threshold value (50 ppm) given in the reg­
ulation governing the spreading of sludges produced by the treatment of waste 
water (Buatier et al. 1994). In this region, the Ni is included in the structure of 
some mineral constituents and is not mobile or bioavailable. The weathering of 
these minerals as a function of the local physicochemical or biological condi­
tions does not introduce amounts of Ni into the soil solution and from that 
into the food chain of living organisms, which could have a detectable effect on 
the environment. In fact, the very presence of these Ni-containing minerals in 
these soils is an indication that weathering is not efficient under the prevailing 
conditions. 


In the same way, if materials spread on the soil as a result of industrial or 
agricultural activities contain potentially toxic elements or substances, but 
those materials present no risk to the environment, in the sense developed 
above involving diagnosis and prognosis, nothing need be done. It follows 
from this that in-situ remediation may be possible. In fact, if some in-situ 
treatment with specific amendments leads to the fixation of pollutants in such a 
way that they no longer form a risk to the environment, the remediation 
technique is successful even if it does not change the total amount of toxic 
materials in the soil. 


10.2.2 There Is No Risk Around the Contaminated Site 


In the case of localized pollution due to accidents, industrial activities, storage 
of wastes, etc., the risk assessment, including both diagnosis and prognosis, 
may lead to the conclusion that the natural or artificial fixing of pollutants is 
good enough to prevent any spatial spreading of the pollution in the atmo­
sphere, or horizontally, or vertically in the soil. Again, no remediation is ne-
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cessary, but, as a precaution, a monitoring device can be installed to be sure 
that nothing is changing. The concept of waste disposal implicitly includes such 
a practice. 


Thus, remediation oflocally contaminated land can include the confinement 
of the pollutants in such a way as to eliminate the risk to the environment 
around the contaminated site. Existing confinement techniques involve the use 
of ion-exchange materials, generally bentonite, which may sometimes present 
problems in relation to particular pollutants, which have to be confined. This 
applies particularly in the case of cations which can be exchanged for the 
compensating cations of bentonite, which is a very good cation exchanger. 
However, these technologies can be improved to provide the best barrier for 
the relevant pollutants. 


10.2.3 There Is a Risk to the Environment 


The diagnosis and prognosis of the pollution indicate that pollutants may have 
an adverse effect on the environment. In such a case, remediation has to be 
applied. Two cases could be considered. 


10.2.3.1 Diffused Pollution 


Pollutants are at very low concentrations in soils, having accumulated in the 
course of years because of soil amendments, fertilizers, or phytosanitary 
treatments, or from dust, vapors, etc., and be entrapped by some soil con­
stituents. Such is the case with pesticide molecules, which accumulate in humic 
substances; but if some physicochemical or biological changes occur, these 
xenobiotics could be released, and they could then destroy crops. In agronomy, 
this phenomenon is called the persistence effect. Some such ions, for example 
NO), simply move to the water table. If this occurs in chalky soils,. NO) 
cannot be transformed because the size of the pores is smaller than that of the 
microorganisms involved in denitrification and, consequently, it will progres­
sively contaminate the water table. This forms a typical environmental time 
bomb. 


There are possibilities of overcoming such problems. For example, research 
could be focused on the development of pesticide molecules which cannot be 
trapped by humic substances. Alternatively, in the case of chalky soil con­
taminated by NO), farmers could manage the land in such a way as to have 
evapotranspiration close to the rainfall. 


Techniques developed in agronomy can be used to decrease the mobility and 
bioavailability of the pollutants. For example, pH or Eh may be controlled by 
liming, drainage, etc., to maximize the fixation of heavy metals to soil con­
stituents. The remediation techniques applicable in case of diffused pollution 
demand a very good knowledge of soil processes, which is why most of them 
come, or will come, from agronomic practices. 
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Liming As was shown in the preceding chapters, pH has a definitive impact 
on the physicochemical state of potentially toxic elements or organic sub­
stances and on their fate in the environment (transformation, degradation, etc.) 
Liming to raise the pH is the most efficient means of increasing cadmium 
retention in the soil, since a medium with high pH immobilizes much more 
cadmium than one with low pH. Between pH 4 and 8, the cadmium fixation 
capacity increases threefold for each pH unit (Impens and Avril 1994). 


Water control The redox potential (Eh) depends on the availability of 
oxygen in soils, waters, and sediments, and upon biochemical reactions by 
which microorganisms extract oxygen for respiration (Salomons 1993). Redox 
conditions influence the mobility of metals in two different ways. Firstly, the 
valence of certain metals changes. For example, under reducing conditions, 
Fe3+ is transformed to Fe2+ and, similarly, the valence of manganese and 
arsenic is subject to direct changes. Since the reduced ions are more soluble, 
increased concentrations of these metals have been observed in reducing en­
vironments such as groundwaters and sediment solutions. Under reducing 
conditions, sulfate reduction will take place: for example, in sediments, lead 
sulfide with a low solubility is formed. On the other hand, an increase in the 
redox potential will cause lead sulfide to become unstable, with a subsequent 
rise in dissolved lead concentrations. This occurs when polluted sediments are 
dredged and dumped on land. In such oxygenated environments, lead sulfide is 
not stable and will be oxidized. More generally, storage of dredged con­
taminated soil on land causes an increase in the mobility of heavy metals in the 
surface layers of the dump site. These processes, which occur in sludges or 
sediments, may also occur during agricultural practices (drainage, irrigation, 
etc.) 


10.2.3.2 Localized Pollution 


Localized pollution is generally the result of accidents or of industrial or do­
mestic activities, and the quantity of pollution could be high while its spatial 
extent is small. Generally, the contamination spreads from its source (waste 
dump, factory chimney, sewage outfall, etc.), and the concentration of pollu­
tants decreases with distance from the source. The upper surface of industrial 
waste land is generally highly disturbed and heterogeneous, which makes 
sampling very difficult. If the contaminated site is, for example, an old factory, 
several activities may have occurred, generating different pollutants. Such 
contaminated sites may cover hundreds of hectares, including highly and 
weakly polluted zones. 


In such contaminated areas, risk assessment includes some special measures, 
such as historic examination of the activities on the site, identification and 
location of pollutants within the site, etc. Special techniques are used to re­
mediate such contaminated sites. 
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10.3 Remediation Technologies 


Technologies developed to remediate localized polluted sites can be divided 
into two groups: hard and soft techniques. 


10.3.1 Hard Techniques with Excavation (Surgical Operation) 


If a small area is highly contaminated, so that the risk to the environment -
especially to humans, through the food chain or the atmosphere - is very high, 
the soil should be cleaned. The simplest way is to remove contaminated ma­
terials and to put them into a waste disposed site, but this simply displaces the 
problem. In other respects, excavation may introduce other problems related to 
the reactivation of pollutants. 


The excavated material may also be treated on the site, in a mobile plant, by 
means of equipment which can: remove the clay fraction in which pollutants 
are generally located, wash the soil material with water or specific solutions, 
heat the soil material to burn organic substances, etc. 


Soil washing. The contaminated soil is mixed with washwater to which 
chemicals may be added to disperse clay and to chelate metals (Opatken 1993). 
The soil and washwater are then separated and the soil is rinsed with clean 
water and removed from the process as a product. Soil particles can easily be 
separated because of their high settling velocity. Coarse soil particles are 
generally separated with a trommel. The separated small particles carry higher 
levels of pollutants than the average of the original soil and, therefore, should 
be targeted for either further treatment or secure disposal. Water used in the 
soil-washing process is treated to remove pollutants and to enable it to be 
recycled for further use. Of course, contaminated soils can also be washed with 
specific solvents to remove organics. Depending on the residue content and the 
contaminants, 10-40 ton h-1 can be treated in such plants. 


Thermal treatment. Volatilization and oxidation of organic pollutants de­
pend on temperature, oxygen partial pressure, and residence time. Operating 
temperatures range from 400 to 700°C. Kiln off-gasses are passed through an 
afterburner (a few seconds at 800-1200 0C), where complete oxidation of vo­
latilized organics is achieved. Afterburner off-gases are cooled in a heat ex­
changer and passed through a particulate and sulfur dioxide removal system 
(Honders and Meeder 1993). 


Thermal treatment is suitable for all types of soil with organic pollutants. 
However, due to off-gas emission, there are restrictions on the input con­
centration of halogenated organics and heavy metals. Depending on the type of 
soil (sand/clay) and moisture content, 15-40 ton h-1 can be treated. These 
techniques produce a large amount of residues, which have to be transported to 
a waste dump. The cleaned materials are then returned to the excavated place. 
Because of the treatment to which they had been subjected, these cleaned 
materials have properties different from those of the original soil. 
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Biological treatments may also be applied, particularly when soils are con­
taminated with organic compounds. The basic idea is to create the best con­
ditions for microorganisms to develop in the polluted materials and to use the 
pollutants as part of their diet. The collection of contaminated materials has to 
be done in such a way as to provide the microorganisms with a good en­
vironment (porosity, water, food, etc.) in which to grow. This means that these 
materials have to be prepared, as in the case of a field before sowing, using 
agricultural practices. A complementary feeding system for microorganisms 
could be necessary. The control of temperature may have an important impact 
on the yield of the xenobiotic transformation process. If the ambient tem­
perature is low, the contaminated materials can be put in a "greenhouse" to 
increase the temperature. 


There are several techniques involving 'the role of microorganisms for the 
remediation of excavated soils contaminated with organic compounds (bio­
tertre, land farming, etc.). In biotertre, contaminated soils are put in heaps, 
several meters high, on a geomembrane, which serves to collect the leaching 
solution. The heap is covered with a plastic sheet to retain the humidity. Plastic 
tubes are placed inside the heap to control the atmosphere. Nutrients can be 
introduced to obtain the best yield from the microorganisms which already 
exist in the soil or which can be introduced to deal with specific pollutants. 
After a few months, a biotertre 1.8 m high, containing 2300 m3 of oil-con­
taminated soil, can transform a large amount of hydrocarbons, reducing their 
concentration from 2800 to 800 ppm. 


Land farming is another way to treat excavated soil materials or organic 
wastes, especially those from the oil industry. These contaminated materials 
are spread, 20 cm thick, on a surface made or chosen to prevent the spread of 
contamination, both in depth and laterally. This 20-cm layer is then tilled in the 
same way as a field, using agricultural practices. The process for molecules 
whose transformation is difficult (polychlorophenol, HAP, etc.) is much slower 
than biotertre, but it does work. A 15-cm layer containing 1500 m3 of a soil 
contaminated with oil, covering 1.5 ha, was examined after 100 days, and the 
hydrocarbon concentration was found to have fallen from 2800 to 38 ppm. 


The difficult techniques reported here as examples require excavation. This 
limits their application to the worst sites. Indeed, if a contaminated site of I ha, 
polluted to a l-m depth, is considered, the volume of contaminated materials is 
10 000 m3. The excavation, treatment, and storage of residues of such amounts 
of material make this form of remediation expensive, which is why other 
technologies have to be developed. 


10.3.2 Soft Techniques Without Excavation (Chemotherapy) 


The pollution of contaminated land is generally heterogeneous. There are 
highly polluted areas, and also less polluted areas which can be contaminated 
by the former. 
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Even if excavation is necessary (surgical operation), for the former, in situ 
treatments (chemotherapy) may be used for the others. 


The main objectives of chemotherapy are to reduce the transfer of pollu­
tants among the several parts of the environment - soil, air, water, plants, etc. -
and to increase their transformation. The parameters involved are the same as 
those used for risk assessment. Those related to the content, i.e., to the pol­
lutants, are the physicochemical state (speciation), location, mobility, bioa­
vailability, and degradation. Those related to the container, i.e., to the soil, are 
pH, Eh, and agronomic conditions for microorganisms, plants, etc. to grow. 
The two sets of parameters interact. 


In situ immobilization. As in the case of transformations, mobility is strongly 
related to the physicochemical state and the location of pollutants. If elements 
or organic compounds (pesticides) become trapped within the structure of 
minerals or humic substances, they are no longer mobile or bioavailable and, 
particularly in the case of organics, they are physically protected and not 
accessible to microorganisms which might be able to transform them. All in­
situ treatments which lead to a long-term fixation of pollutants may have a 
positive effect. The characterization of fixation according to a time scale is 
questionable. Time scale is a fundamental parameter with respect to processes 
involved in contaminated soils. The order of magnitude of the "long term" 
involved in the retention of pollutants after remediation is probably close to 
the time scale involved in agronomic and pedologic processes. However, the 
fixation of heavy metals by microorganisms, plants, or soil organic matter 
occurs on a short time scale. Indeed, after the death of the microorganisms or 
the transformation of organic matter, toxic elements will again be mobile and 
bioavailable. On the other hand, if heavy metals are incorporated in mineral 
structures, a long-term fixation may be expected. 


Thus, the techniques considered to modify the physicochemical state and the 
location of toxic materials in soil should take this parameter into account, and 
only those which give long-term fixation should be used. 


Several soil conditioners or fertilizers may be used to fix toxics or to change 
the physicochemical properties of the soil (pH, Eh, organic matter, clay, etc.), 
to improve the fixation of pollutants by the solid phase of the soil or by 
chemicals. Changes in the physicochemical properties of the soil have already 
been discussed in Section 10.2.3.1, so here we will deal with the fixation of 
pollutants by soil conditioners or fertilizers. Data published by Mench et al. 
(1994) provide a good example of the possibilities and efficiency of these soft 
treatments. 


The experiment of Mench et al. (1994) was conducted on a silty leached soil 
whose characteristics are given in Table 10.1. Slags used as fertilizers (TBS), 
beringite a modified alumino silicate (Vangronsveld et al. 1990), steel shot (ST), 
and hydrous manganese oxide (HMO) were applied as immobilizing agents 
(Didier et al. 1992). Chemicals were added to soil on a 1 % w/w basis for ST 
and HMO and 5% w/w basis for beringite. TBS was added until the soil pH 
was increased to 8.5. 
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Table 10.1. Main physicochemical characteristics and total metal content of the soil 
used in the experimentsa. (After Mench et al. 1994) 


Sand 
Silt 
Clay 
Organic matter 
Carbonates 
CfN 
pH (water) 
CEC (cmolc kg-I of soil DW) 
Soil total metal content (mg kg-I of soil DW; aqua regia extract) 
Cd 
Cu 
Cr 
Fe 
Mn 
Ni 
Pb 
Zn 


a0-20-cm top layer. 


236 
555 
209 


31 
8 


11 
7.8 


22 


18 
43 
29 


19272 
439 


17 
1112 
1434 


The mobility of metals was determined by extraction with distilled water, 
0.1 N Ca(N03h solution and 0.05 M EDTA solution. Bioavailability was 
determined by growing dwarf beans, ryegrass, and tobacco by means of the pot 
technique. 


Results presented in Table 10.2 show that EDT A is the most efficient re­
agent to extract Cd, Pb, or Zn. In untreated soil, the amounts of Cd, Zn, and 
Pb extracted by Ca(N03h represented 6.6, 1, and 0.1 % of the respective total 
contents. Application of ST, HMO, and beringite to the soil reduced the ex­
tractibility of Cd and Zn by water and by Ca(N03h. To a lesser degree, TBS 
had a similar effect. Ryegrass and tobacco absorbed much less Zn than beans 
did in treated pots. 


Table 10.3 shows changes in metal concentration in the aerial parts of plants 
as a function of the treatment. HMO, ST, and beringite significantly reduced 
the Cd level in the aerial parts of each species. 


The·decrease in mobility and plant uptake of Pb and Cd after soil treatment 
with soil conditioners or fertilizers is related to the affinity of these elements to 
HMO (Manceau et al. 1992). In the case of steel shot, iron oxide is formed on 
the surface, where lepidocrocite and maghemite were identified (Didier et al. 
1992). Cd is probably trapped in these iron compounds. 


Among the tested additives, steel shot, oxihydroxides of manganese, and 
beringite exhibited the greatest potential for reducing Cd phmt uptake (Mench 
et al. 1994). 


Other in-situ techniques are being developed. To increase the efficacy of these 
treatments, it could be necessary, at the same time, to lime or drain the soil to 
control pH and Eh, in order to provide the best conditions for fixing toxics. 
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Table 10.2. Extractable fractions of the metals (mg kg-1 of soil DW), and linear 
correlation coefficients between the metals extracted from either untreated or treated 
soils and the metal uptake by ryegrass and tobacco.a (After Mench et al. 1994) 


Soil treatment Water Ca(N03h EDTA Soil pH 


Cd Pb Zn Cd Pb Zn Cd Pb Zn 


Untreated 0.15 0.15 1.8 1.2 0.8 14.7 11.4 599 267 7.8 
TBS 0.06 0.16 0.7 1.0 0.5 7.4 11.0 576 212 8.5 
HMO (%) 0.03 0.94 0.7 0.0 0.1 2.2 10.6 500 268 7.8 
ST (1%) 0.02 0.08 0.4 0.4 0.4 3.4 7.6 536 185 7.8 
Beringite - - 0.3 0.2 1.7 7.3 
Correlation coefficient (r-2) 


0.94b 0.96b O.64a Ryegrass O.64a 0.50 0.58 0.09 0.82a 0.29 
Tobacco 0.79a 0.40 0.49 0.95b 0.36 0.14 0.07 0.60 0.95b 


ap < 0.05; bp < 0.01 


Table 10.3. Metal contents (J-lg-1 DW) in the aerial parts of plants grown on untreated 
and treated soils. (After Mench et al. 1994) 


Soil treatment Ryegrass (shoots) Tobacco (shoots) Bean (primary leaves) 


Cd Pb Zn Cd Pb Zn Cd Pb Zn Mn 


Untreated 4.5 14.9 182 40.5 36.6 120 1.8 5.4 29.2 18.9 
TBS 4.0 8.9 177 30.2 16.5 86 
HMO (%) 1.3 3.2 117 14.8 54.9 108 0.4 4.1 35.0 83.6 
ST (1%) 2.2 6.7 75 24.5 50.9 90 0.8 4.0 36.5 14.1 
Beringite 1.1 6.9 39.5 21.2 


Transfer and transport limitation. One way to decrease mobility is to act at 
the molecular level to change the physicochemical state of pollutants. Other 
techniques act at a macroscopic level to control the spatial spreading of the 
pollution, i.e., contamination; the following example, reported by Clijsters and 
Vangronsveld (1995), gives an idea of what can be done. 


The zinc smelter involved, in Belgium, was closed about 20 years ago after 
decades of activity. The high content of heavy metals (Cd, Zn, etc.) had a bad 
effect on vegetation: only resistant plants grew, others disappeared or were in a 
bad shape, leaving an almost bare surface. As a consequence, erosion became 
an important factor in the spatial spreading of the pollution, through the 
transport of small contaminated particles by the wind. At the same time, the 
poor vegetation in the area concerned caused reduced evapotranspiration, 
which increased the speed of advance of the pollutants to the water table. One 
of the objectives of the remediation in this case was to create conditions for 
plants to grow, in order to decrease the spatial spreading of the contamination, 
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both on the surface and in depth. The experimental data reported by Clijsters 
and Vangronsveld (1995) show how the vegetation was effective. 


As a result of industrial activities,about 150 ha had become a bare sandy 
area without any vegetation, and metal contamination of the site soil was 
heterogeneous. Therefore, a rectangular 300 x 100-m plot was chosen in the 
most polluted area (1500-16 000 ppm zinc; 700-1800 ppm lead; 480-1650 ppm 
copper; 10-70 ppm cadmium). Soil phytotoxicity was principally due to the 
highly assimilable zinc. 


Compost (100 tons ha-1) and 120 tons ha- 1 of a modified aluminosi1icate 
(beringite) were mixed with the upper 35-cm soil layer. After 1 year, a drastic 
decrease in Zn and Cd contents in the grass was observed (Table 10.4) and the 
3~ha plot was completely covered with vegetation. After 4 years, the metal­
immobilizing capacity of the treated soil persists and the vegetation has further 
developed and diversified. The landscape was highly improved and further 
dispersion of the historical contamination by wind erosion and water perco­
lation were drastically reduced. Thus, soil immobilization of heavy metals, 
combined with revegetation, represents a valuable sanitation technique for 
industrial sites which are strongly contaminated with heavy metals. 


Leaching and venting. The preceding example illustrates the possibility of 
reducing the mobility of pollutants and, at the same time, limiting their spatial 
spreading. The mobility of some other pollutants may be used to remove them 
from the soil. Such pollutants include, for example, water-soluble compounds 
and substances with a high vapor pressure. 


Sometimes, in a semiarid region, irrigation is applied without drainage, 
which very often leads to salinization of the soil. The resulting amount of NaCI 
can be so high that the fields become infertile. To recover the fertility of the 
land, NaCI has to be removed, which can be done by irrigation combined with 
drainage. Field experiments have been performed which show that it is possible 
to remove (it is a function of the irrigation level) NaCI from the soil rapidly 
and to restore soil fertility. To avoid the loss of the swelling clay fraction, it 
would be better to irrigate with water enriched in Ca. 


Although this form of remediation is not always easy, it is a practicable way 
to remove some pollutants. 


The well-known technique of venting is generally applied in the case of 
substances which have a high vapor tension under field conditions (oil, chloride 


Table 10.4. Metal content (mg kg-1 DW) of aerial organs of 15-
month-old grasses. (After Clijsters and Vangronsveld 1995) 


Uncontaminated control 
Untreated contaminated soil 
Treated soil samples*1 


* replications 


4 
12 


Zinc Cadmium 


150 
1138 
267 


73 
142 


<0.5 
279 


0.49 
0.11 
0.36 
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compounds, etc). Pumping of the soil atmosphere increases the rate of va­
porization and facilitates the collection of toxic vapors. 


Phytoremediation.Microorganisms and plants take up not only those ele­
ments they need for growth but also others. Agronomists have shown that the 
amounts of elements living organisms are able to take up are smaller than the 
total amounts present in the soil and larger than the amounts which are ex­
changeable by CaCh; N, for example. In fact, living organisms produce specific 
molecules which can make some fixed elements available, which makes the 
assessment of the amount of element actually bioavailable very difficult. 
Nevertheless, it has been demonstrated that one way to control bioavailability 
is to act on the physicochemical state and on the location of elements or 
organic compounds. The field experiment using a modified aluminosilicate 
reported by Clijsters and Vangronsveld (1995) illustrates how reduction of the 
availability of heavy metals for plants allows revegetation and decreases the 
spatial spreading of pollution. 


Contrariwise, the availability of toxics for some plants may be used. to 
remove them from the soil. Some plants are able to take up a large amounts of 
toxic elements without any visible toxicity effect; therefore, the possibility is 
being considered of using these plants to remediate soils contaminated with 
toxic elements (phytoremediation). This technique appears to be an elegant 
one, but the yield still remains poor, even with these specific plants, and the 
harvested plant material has to be treated. 


In situ transformation. As described in Chapter 7, transformation involves 
both physicochemical and biological processes. Xenobiotics (pesticides) may be 
transformed by physicochemical processes catalyzed by clay constituents, or 
may simply migrate to the atmosphere by evaporation. Evaporation is also 
important for the light fractions of oil. In the same way, soil parameters (pH, 
Eh) may have an impact on the physicochemical,state of elements, particularly 
on their valency and on the mechanisms involved in their fixation. For or­
ganics, transformation means degradation and, finally, the disappearance of 
the toxic materials. For elements, transformation means change in their phy­
sicochemical state. 


With respect to remediation, the impact of the physicochemical state of 
elements has been discussed already; therefore, we shall focus now on the 
degradation of organics. Some aspects of bioremediation were discussed in the 
preceding paragraph. Two conditions should be satisfied: the accessibility of 
organics to microorganisms and the growth of the microorganisms. In agri­
cultural soils, the second condition is generally satisfied but the first may not 
be, because some pesticides may be trapped in humic substances. In such a 
case, one solution is to use pesticides whose molecules have no affinity for 
humic substances. In industrial waste land highly contaminated with organics, 
one way to remediate is to create the best conditions for living organisms to 
grow, which can be done through the biotertre and land farming techniques 
described above. 
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10.3.3 Control and Cost 


There are at least two features which make the soft techniques of remediation 
(chemotherapy) interesting: the cost of rehabilitation and the quality of the soil 
after treatement. 


Soft remediation chemotherapy techniques may leave pollutants in the soil 
so, as a precaution, it is necessary periodically to make a risk assessment to 
determine if the risk related to potentially toxic elements is decreasing, in­
creasing, or remaining constant. This is a supplementary requirement in rela­
tion to the hard techniques, where the surgical operation has removed the 
source of contaminants. 


Little information is available in the literature about the cost of remediation. 
Honders and Meeder (1993) reported the data presented in Table 10.5. Per­
formance and cost are given for two different treatments, including residue 


Table 10.5. Performance and cost data. (After Ronders and Meeder 1993) 


Entry 1990-1991 1992 


Thermal treatment 
Market share 70% 53% 
Treatment efficiency PAR 98% 99% 


Min. oil 92% 96% 
CN 92% 99% 


Achieved A-valuea 28% 51% 
Treatment costs D FI/ton 95-170 


US $/ton 55-95 
Extraction-classification 
Market share 30% 47% 
Treatment efficiency PAR 87% 91% 


Min. oil 78% 95% 
CN 88% 98% 
Cd 83% 96% 
Zn 78% 89% 
Pb 74% 81% 
Cu n.a. 90% 
Ni n.a. 94% 
Cr n.a. 92% 


Achieved A-valuea 11% 45% 
Treatment costsb D FIjton 45-230 


US $jton 80-130 
Total 
Achieved A-valuea 23% 48% 
Treatment costsb D Fljton 180 150 


US $jton 100 83 


aA-value not always requested. 
bInciuding residue disposal. This adds DF125-30jton input (ca. 15 US $jton) to the bare 
treatment costs. 
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disposal. Coming back to the preceding example of I ha of land contaminated 
to 1 m depth, the remediation cost, according to these data, would be 
10000 x 1.5 x 100 = 1500000 US dollars. 


Of course, remediation can be carried out at a lower cost by means of soft 
techniques. This could be acceptable if, when account is taken of the planned 
use of the land (parking, storage area, etc.), there is no remaining risk to the 
environment. The full significance of the concept of risk assessment is indicated 
here, in comparison with that of toxic material contents, as applied in reg­
ulations by definition of threshold values. Because of the tremendous impact of 
pollution on the price of industrial waste sites, which are generally located in 
downtown city areas, it is commercially interesting to develop soft techniques 
of remediation, which are much less expensive than the hard ones discussed 
above, but which can be as safe. 
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Introduction


A soil’s porosity and pore size distribution characterize its pore space, that portion of the soil’s volume that is not occupied by or


isolated by solid material. The basic character of the pore space affects and is affected by critical aspects of almost everything that


occurs in the soil: the movement of water, air, and other fluids; the transport and the reaction of chemicals; and the residence of


roots and other biota. By convention the definition of pore space excludes fluid pockets that are totally enclosed within solid


material—vesicles or vugs, for example, that have no exchange with the pore space that has continuity to the boundaries of the


medium. Thus we consider a single, contiguous pore space within the body of soil. In general, the pore space has fluid pathways


that are tortuous, variably constricted, and usually highly connected. Figure 1 is an example of a two-dimensional cross section of


soil pore space.


The pore space is often considered in terms of individual pores—an artificial concept that enables quantifications of its essential


character. Though many alternatives could serve as a basis for the definition of pores and their sizes, in soil science and hydrology


these are best conceptualized, measured, and applied with respect to the fluids that occupy and move within the pore space.

Porosity


Porosity f is the fraction of the total soil volume that is taken up by the pore space. Thus it is a single-value quantification of the


amount of space available to fluid within a specific body of soil. Being simply a fraction of total volume, f can range between 0 and


1, typically falling between 0.3 and 0.7 for soils. With the assumption that soil is a continuum, adopted here as in much of soil


science literature, porosity can be considered a function of position.

Porosity in Natural Soils


The porosity of a soil depends on several factors, including (1) packing density, (2) the breadth of the particle size distribution


(polydisperse vs. monodisperse), (3) the shape of particles, and (4) cementing. Mathematically considering an idealized soil of


packed uniform spheres, f must fall between 0.26 and 0.48, depending on the packing. Spheres randomly thrown together will


have f near the middle of this range, typically 0.30 to 0.35. A sand with grains nearly uniform in size (monodisperse) packs to


about the same porosity as spheres. In a polydisperse sand, the fitting of small grains within the pores between large ones can


reduce f, conceivably below the 0.26 uniform-sphere minimum. Figure 2 illustrates this concept. The particular sort of arrange-


ment required to reduce f to 0.26 or less is highly improbable, however, so f also typically falls within the 0.30-0.35 for


polydisperse sands. Particles more irregular in shape tend to have larger gaps between their nontouching surfaces, thus forming
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Figure 1 Cross section of a typical soil with pore space in black. This figure would lead to an underestimate of porosity because pores smaller than
about 0.1 mm do not appear. Adapted from Lafeber, 1965, Aust. J. Soil Res., v. 3, p. 143.


Figure 2 Dense packing of polydisperse spheres. Adapted from Hillel, 1980, Fundamentals of soil physics, Academic Press, p. 97.
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media of greater porosity. In porous rock such as sandstone, cementation or welding of particles not only creates pores that are


different in shape from those of particulate media, but also reduces the porosity as solid material takes up space that would


otherwise be pore space. Porosity in such a case can easily be less than 0.3, even approaching 0. Cementing material can also have


the opposite effect. In many soils, clay and organic substances cement particles together into aggregates. An individual aggregate


might have a 0.35 porosity within it, but the medium as a whole has additional pore space in the form of gaps between aggregates,


so that f can be 0.5 or greater. Observed porosities can be as great as 0.8 to 0.9 in a peat (extremely high organic matter) soil.


Porosity is often conceptually partitioned into two components, most commonly called textural and structural porosity. The


textural component is the value the porosity would have if the arrangement of the particles were random, as described above for


granular material without cementing. That is, the textural porosity might be about 0.3 in a granular medium. The structural


component represents nonrandom structural influences, including macropores, and is arithmetically defined as the difference


between the textural porosity and the total porosity.


The texture of the medium relates in a general way to the pore-size distribution, as large particles may give rise to large pores


between them, and therefore is a major influence on the soil water retention curve. Additionally, the structure of the medium,


especially the pervasiveness of aggregation, shrinkage cracks, wormholes, etc. substantially influences water retention.
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Measurement of Porosity


The technology of thin sections or of tomographic imaging can produce a visualization of pore space and solid material in a cross-


sectional plane, as in Figure 1. The summed area of pore space divided by total area gives the areal porosity over that plane.


An analogous procedure can be followed along a line through the sample, to yield a linear porosity. If the medium is isotropic,


either of these would numerically equal the volumetric porosity as defined above, which is more usually of interest.


The volume of water contained in a saturated sample of known volume can indicate porosity. Themass of saturatedmaterial less


the oven-dry mass of the solids, divided by the density of water, gives the volume of water. This divided by the original sample


volume gives porosity.


An analogous method is to determine the volume of gas in the pore space of a completely dry sample. Sampling and drying of


the soil must be conducted so as not to compress the soil or otherwise alter its porosity. A pycnometer can measure the air volume


in the pore space. A gas-tight chamber encloses the sample so that the internal gas-occupied volume can be perturbed by a known


amount while the gas pressure is measured. This is typically done with a small piston attached by a tube connection. Boyle’s law


indicates the total gas volume from the change in pressure resulting from the volume change. This total gas volume minus the


volume within the piston, connectors, gaps at the chamber walls, and any other space not occupied by soil, yields the total pore


volume to be divided by the sample volume.


To avoid having to saturate with water or air, one can calculate porosity from measurements of particle density rp and bulk


density rb. From the definitions of rb as the solid mass per total volume of soil and rp as the solid mass per solid volume, their ratio


rb / rp is the complement of f, so that


f ¼ 1� rb
rp


[1]


Often the critical source of error is in the determination of total soil volume, which is harder to measure than the mass. This


measurement can be based on the dimensions of a minimally disturbed sample in a regular geometric shape, usually a cylinder.


Significant error can result from irregularities in the actual shape and from unavoidable compaction. Alternatively, the measured


volume can be that of the excavation from which the soil sample originated. This can be done using measurements of a regular


geometric shape, with the same problems as with measurements on an extracted sample. Additional methods, such as the balloon


or sand-fill methods, have other sources of error.


 


Pores and Pore-size Distribution


The Nature of a Pore


Because soil does not contain discrete objects with obvious boundaries that could be called individual pores, the precise


delineation of a pore unavoidably requires artificial, subjectively established distinctions. This contrasts with soil particles,


which are easily defined, being discrete material objects with obvious boundaries. The arbitrary criterion required to partition


pore space into individual pores is often not explicitly stated when pores or their sizes are discussed. Because of this inherent


arbitrariness, some scientists argue that the concepts of pore and pore size should be avoided. Much valuable theory of the behavior


of the soil-water-air system, however, has been built on these concepts, defined using widely, if not universally, accepted criteria.


A particularly useful conceptualization takes the pore space as a collection of channels through which fluid can flow. The


effective width of such a channel varies along its length. Pore bodies are the relatively wide portions and pore openings are the


relatively narrow portions that separate the pore bodies. Other anatomical metaphors are sometimes used, the wide part of a pore


being the “belly” or “waist”, and the constrictive part being the “neck” or “throat”. In a medium dominated by textural pore space,


like a sand, pore bodies are the intergranular spaces of dimensions typically slightly less than those of the adjacent particles.


At another extreme, a wormhole, if it is essentially uniform in diameter along its length, might be considered a single pore. The


boundaries of such a pore are of three types: (1) interface with solid, (2) constriction— a plane through the locally narrowest


portion of pore space, or (3) interface with another pore (e.g. a crack or wormhole) or a hydraulically distinct region of space


(e.g. the land surface).


This cellular, equivalent-capillary conceptualization of pores is especially relevant to hydraulic behavior, as has been recognized


at least since the early 1930s. The initial application was to Haines jumps, illustrated in Figure 3, a basic phenomenon of capillary


hysteresis. The pore openings, which control the matric pressure P at which pores empty, are smaller than the pore bodies, which


control the P at which pores fill. As the medium dries and P decreases, water retreats gradually as the air-water interface becomes


more curved. At the narrowest part of the pore opening, this interface can no longer increase curvature by gradual amounts, so it


retreats suddenly to narrower channels elsewhere. An analogous phenomenon occurs during wetting, when the decreasing interface


curvature cannot be supported by the radius of the pore at its maximum width. The volume that empties and fills in this way is


essentially an individual pore. Not all pore space is subject to Haines jumps—water remains in crevices and in films (not seen in


Figure 3) coating solid surfaces. Various models and theories treat this space in different ways. By the definition above it is part of a


pore in addition to the volume affected by the Haines jump.


Pores can be classified according to their origin, function or other attributes. A textural/structural distinction is possible,


analogous to porosity. Intergranular pores are the major portion of soil textural porosity, as discussed above. Intragranular or
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Figure 3 Dynamics of a Haines jump. Adapted from Miller and Miller, 1956, J. App. Phys., v. 27, p. 324–332.
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dead-end pores (if not entirely enclosed within solid) might empty or fill with water, but without contributing as directly to fluid


movement through the medium. Intraaggregate pores may be essentially equivalent to intergranular pores within an aggregate.


Interaggregate pores, including shrink/swell cracks, are common types of macropores. Biogenic pores, for example the channels left


by decayed roots and the tunnels made by burrowing animals, are another common type of macropores in soils.


Pore sizes are usually specified by an effective radius of the pore body or neck. The effective radius relates to the radius of


curvature of the air-water interface at which Haines jumps occur. By capillarity this relates also to thematric pressures at which these


occur, as discussed in the section below. Alternative indicators of size include the cross-sectional area or the volume of a pore, and


the hydraulic radius, defined as the ratio of the cross-sectional area to circumference, or of pore volume to specific surface.


The pore-size distribution is the relative abundance of each pore size in a representative volume of soil. It can be represented


with a function f(r), which has a value proportional to the combined volume of all pores whose effective radius is within an


infinitesimal range centered on r. Figure 4 shows examples, all of which were derived from water retention data, as explained


below. Like porosity, f(r) may be taken to comprise textural and structural components.

Measurement


The most obvious and straightforward measurements of pore size are with geometric analysis of images of individual pores. This


can be done using various types of tomographs, micrographs of flat soil surfaces, or thin sections. Dimensions of pore bodies and


necks can be measured manually or by computer analysis of digital images. The lengths of segments of solid or pore along one-


dimensional transects can serve similar purposes. As in the case of porosity, isotropy is required for assuming the equality of lineal,


areal, and volumetric pore size distribution. For pore size, however, a more important problem is that when working with fewer


than three dimensions, one doesn’t know what part of the pore the selected slice intersects; because it does not in general go


through the widest part, it underestimates the pore radius. Mathematical correction techniques are necessary to estimate unbiased


pore body and opening sizes.
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Figure 4 Pore size distributions based on measured water retention. (a) Loamy soil (Schofield, R.K., 1935, The pF of the Water in Soil, Transactions,
3rd International Congress of Soil Science: London, Murby & Co., p. 38–48). (b) Silty sand at two packing densities (Croney, D., and Coleman, J.D.,
1954, Soil structure in relation to soil suction (pF): Journal of Soil Science, v. 5, p. 75–84). (c) Paleosol of sandy loam texture from 42 m depth, as a
minimally disturbed core sample, and after disaggregation and repacking to the original density (Perkins, K.S., 2003, Measurement of sedimentary
interbed hydraulic properties and their hydrologic influence near the Idaho Nuclear Technology and Engineering Center at the Idaho National Engineering
and Environmental Laboratory: U.S. Geological Survey Water-Resources Investigations Report 03–4048, 18 p.).
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Three-dimensional analysis is possible with impregnation techniques. In these, the soil pore space is filled with a resin or other


liquid that solidifies. After solidification, the medium is broken up and individual blobs of solid resin, actually casts of the pores,


are analyzed as particles.


Image-based techniques can be prohibitively tedious because enough pores must be analyzed to give an adequate statistical


representation. They can give a wealth of information, however, on related aspects such as pore shape and connectivity that is not


obtainable otherwise.


More common than imaging methods are those based on effective capillary size. These use data derived from fluid behavior in


an unsaturated medium, usually the emptying or filling of pores during soil drying or wetting (Figure 3). In other words, they use


the water retention curve y(P), where y is the volumetric water content. Because large pores fill or empty at P near 0, a medium that


has many large pores will have a retention curve that drops rapidly to low y at slightly negative matric pressure. Conversely, one
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with very fine pores will retain much water even at highly negative P, thus having a retention curve with more gradual changes in


slope. By capillary theory, the P at which a pore empties (or fills) corresponds to the pore opening (or body) size according to


r ¼ �2s cos a
P


[2]


where s is the surface tension and a is the contact angle. This formula can convert a measured y(P) into an equivalent y(r) curve.
This curve is actually a cumulative pore-size distribution; the water content on a drying y(r) indicates the combined volume of all


pores with opening radius less than r. Applying the fundamental theorem of calculus, the direct pore size distribution is simply the


derivative:


f rð Þ ¼ dy
dr


[3]


Mercury porosimetry is analogous to the water-retention based method, but uses air as the wetting fluid, corresponding to the


water, and mercury as the nonwetting fluid, corresponding to the air in the water-air system. Mercury is forced into the pores of dry


soil incrementally, so that the relation between mercury content and mercury pressure can be recorded. Applying (2) with the


appropriate values of surface tension and contact angle for mercury leads to a pore size distribution estimate as for the extraction of


water from a water-air system.


The different measurement techniques do not give exactly the same results. Emptying and filling depends on more than


capillarity – different methods are affected differently by unintended influences. Contact angles, for example, are dynamic, are not


likely to be at handbook values in soil, and may deviate quite differently for water and for mercury. The swelling of clays can be a


major influence on a water retention curve, but should have no effect withmercury. Imaging techniques are subject to some entirely


different influences such as the chance and subjectivity involved in assessing pore bodies and openings. Figure 5 shows an example


of substantially different results from different methods. The mercury porosimetry method indicates smaller pores than the


photomicrographic method, in part because it gives a measure of pore opening rather than body sizes, and because it relies on


dynamic accessibility of pores to the incoming fluid. In soil environmental applications, use of the water retention curve is most


common. Data are more commonly available for this than for any other method. One can also expect a water-based method to give


better results for a water-based application (e.g. hydraulic conductivity).


 


Figure 5 Pore size distributions obtained for an artificial medium using an imaging method and mercury intrusion Reproduced from Dullien, F.A.L.,
and Batra, V.K., 1970, Determination of the structure of porous media: Industrial Engineering Chemistry, v. 62, no. 10, p. 25–53.
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Representation


The basic equivalent-capillary representation of pore-size distribution is the function f(r) (Figure 4). Corresponding graphs of the


cumulative size distribution can be used equivalently. Often a specific functional form or other representational model of pore-size


distribution is useful. A normal or lognormal distribution can be fit to the data, for example. Structural features may give the soil a


bimodal pore-size distribution, leading to several distinctive effects on water flow. Bimodal, trimodal, or other multimodal forms


are possible, and can be represented by superpositions of the normal or lognormal forms. Self-similar or fractal forms of the


distribution function are also used, giving a power-law form of the cumulative pore size distribution.

 


Typical Features of a Pore Size Distribution


The minimal conceivable size of soil pore, given that it must contain at least a few molecules, is about 1 nm. Fluid behavior in such


pores would be dominated by interaction with the solid material, and not likely describable by capillary laws or even standard


thermodynamics. The smallest pores measured by water retention or mercury intrusion are typically 50 or 100 times larger than


this, though with greater cost and effort, greater magnitudes of pressure and hence smaller measured r can be achieved. Because r


relates inversely to P, the dry portion of the y(r) retention curve, and correspondingly of f(r), is confined to a small region near r¼0,


where the apparent number of pores becomes large. Although the equivalent-capillary approach can associate this water with


hypothetical pore radii, such water is not likely to be in filled pores but rather in thin films that coat particles of soil. In the extreme


case, when y is held to remain artificially finite as P goes to negative infinity, f(r) at r¼0 approaches infinite height in the form of a


delta function.


There is no real upper limit to pore size, though instability will cause the capillary hypothesis to break down for r of a few mm.


The experimental limit is typically about 0.5 mm.


At either pore size extreme, where capillary phenomena lose dominance, Eqn [2] no longer applies, though it still can give r


values corresponding to P. These values may be useful for translating one property to another (discussed below) even though they


are invalid in terms of the capillary analog.


At intermediate values of r, sometimes f(r) has a pronounced peak, as in Figures 4b and 5. Such a peak is assumed to exist in


many applications and interpretations of pore size distributions, for example normal or lognormal representations, though it does


not always exist in the measurable range of r. A peak in f(r) corresponds to an inflection point in y(r). The inverse relation of r to P


means that y(P) is much more likely to have an inflection point than y(r); if y(r) has an inflection point, then y(P) is


mathematically required to have an inflection point, but the converse is not true. The common case of an retention curve that


shows a wide range of slopes (with inflection point in the measured range, and normally a distinct initial-Haines-jump or air-entry


effect) will have a defined peak in the pore-size distribution only if the middle portion of the retention curve has a slope that differs


markedly from that of the two end segments. This is frequently true for monodisperse media and for repacked samples, in which


pores larger than a certain r have been destroyed. For many soils, perhaps most, f(r) does not have a peak except at r¼0 or so close


to 0 that it cannot be measured. This is especially likely for media that are macroporous, polydisperse, or that show an air-entry


effect at essentially P¼0. Retention curves represented by a fractal or power-law model also are in this category. Lognormal models


or other representations that have a defined peak can often still be applied but with the peak outside the measurable range. Some


models (e.g., of hysteresis and hydraulic conductivity) may be unaffected by the lack of a measurable peak even though they were


derived assuming the pore size distribution resembles some form of normal distribution.

Significance to Soil and Water Behavior


Significance of Porosity


One obvious significance of porosity is that it is an upper limit of volumetric water content. It is similarly essential to the definition


of degree of saturation, y divided by porosity. Another significance is that within the pore space, the complement to y is gas content.
That is, volumetric gas content equals the difference between y and porosity.


The magnitude of porosity roughly indicates complexity of structure, being greater for greater complexity, as noted above for


aggregated soil. The spatial variability of porosity is also important, greater variability correlating with greater heterogeneity of the


soil. Significant spatial variability on a small scale also implies greater structural complexity, independent of the magnitude


of porosity.  


 


Significance of Pore Size Distribution


Amajor importance of a soil’s pore size distribution is that it relates to other soil properties in a complex and useful way. It indicates


complexity of structure in far more detail than porosity alone. The spatial variation of pore size is an important characteristic of the


medium. The pore size distribution of different parts of soil is the fundamental basis for the concept of aggregates, for example.


By some definitions, pore size can permit essential distinctions between micropores and macropores (and mesopores, where that


term is used for intermediate-size pores).
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The relation of pore-size to particle-size distribution in a randomly structured medium is likely to be monotone: larger pores are


associated with larger particles. The nonrandom structure of most soils adds complexity to the relation between pore size and


particle size. Large pores can be associated not only with large particles, but also with smaller particles such as clays that promote


aggregation and hence the existence of large interaggregate pores.


With more intricate conceptualizations, subdivisions of a pore size distribution can represent more detailed properties of soils,


for example the hysteresis of soil water retention. Figure 6 shows an example in which one graph represents pore-opening and


pore-body size distributions. Portions of the f(r) area are shaded differently, based on criteria of how the pore body radius (rw in


this diagram) relates to the pore opening radius (rd in this diagram) and to rs (defined on the abscissa). The added information of


what fraction of pores with a given opening size have a particular range of body sizes is taken to represent the essential quantitative


basis of soil water hysteresis.
 


Pore Dynamics


Natural and artificial soil processes create and destroy pores, and induce changes in their size and other attributes. Table 1 lists


some of the common effects on pore size distribution caused by routine processes. In general, if the soil is compacted by uniform


stress, such as a weight imposed at the land surface, it normally loses large pores and gains small pores. Figure 4b illustrates results


of this type. Disturbance from irregular stresses, as during digging or repacking, has a variety of effects on pore size, often with the


net effect of a decrease in the number of large pores and an increase in the number of small pores, as illustrated in Figure 4c. Several

Figure 6 Hypothetical pore size distribution with subregions distinguished on the basis of pore body and opening radii and drying/wetting history.
Adapted from Nimmo, 1992, Soil Sci. Soc. Am. J., v. 56, 1723–1730


Table 1 Possible effects of routine soil processes on pore-size distribution


Soil process Effect


Shrinkage Enlarged macropores
New macropores created
Within an aggregate, intraaggregate pores decrease in size, or increase in size if clay particles shrink


Swelling Decrease in the size of macropores
Closed macropores
Within an aggregate, intraaggregate pores increase in size, or decrease in size if clay particles expand


Mechanical
compression


Decrease in the size of macropores
Closed macropores
Aggregates break up, reducing the number of intraaggregate pores, thereby reducing the fraction of the pore space
represented by the smallest pores


Disturbance from
digging or
plowing


Existing macropores destroyed
Interclod macropores created
Aggregates break up, reducing the number of intraaggregate pores, also the fraction of the pore space represented by the
smallest pores


Biological activity New macropores created
Enlarged macropores, as by ongoing traffic of ants or burrowing mammals
Decrease in the size of macropores, e.g., if they are affected by compression resulting from the expansion of a nearby root
Increased aggregation, promoting the creation of interaggregate macropores, and possibly smaller intergranular pores
within aggregates


Chemical activity Constricted or obstructed pores, e.g., through growth of microorganisms
Constricted or obstructed pores through formation of precipitates
Enlarged pores through dissolution of precipitates
Increased or decreased interparticle cohesion, with complex effects on pore size and structure
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types of processes can create pores. Though small intergranular pores are seldom closed completely, some processes can close


macropores, in effect destroying them.

Applications to Soil Transport Properties


Because pores are fluid conduits, their size distribution is useful for predicting hydraulic conductivity K, as well as for water retention


as described above. Gas and other types of fluid transport can be treated, though water flow is the most common application.


By analogy to laminar flow in tubes as quantified by Poiseuille’s law, the conductance of a single pore can be inferred to be


proportional to the fourth power of its effective radius. This makes its hydraulic conductivity proportional to the square of its


effective radius. An estimated f(r) distribution indicates the relative abundance of each conduit size, thus providing the information


needed to predict K.


A K prediction based on the capillary hypothesis assumes that the pores that are filled at a given y have an effective radius smaller


than a threshold determined from y using the water retention relation. The portion of f(r) representing the filled pores is relevant to


unsaturated K. The simplest possibility is to integrate f(r) weighted by r2 over the domain represented by filled pores, giving a


number proportional to K for the corresponding y. Multiplying this integration by a separately determined matching factor gives


the actual predicted K.


Many specific models in the published literature are based on these ideas. They differ in how they treat such matters as pore


length, connectedness, tortuosity, and the distinction between pore opening and body dimensions. Popular models include those


of Mualem and Burdine, which have been analytically combined with widely used empirical formulas for retention curves.


The pore size distribution affects solute convection similarly to hydraulic conductivity. Additionally it affects solute dispersion,


which is expected to be greater for a broader pore-size distribution. It affects the sorption of solutes in a complex way. The smaller


pores are associated with longer residence times and greater relative surface area, but most solutes may go quickly through the large


pores with minimal opportunity to react. Interchange between fast-transporting and slow-transporting portions of the pore space is


a vital and much-investigated aspect of solute transport in soils. Sometimes the terms “mobile” and “immobile” are used in this


context, but of course the distinction is not as sharp as these terms imply.


For particle transport, many aspects are essentially the same as for K and solute transport. Additionally, the phenomenon of


straining depends critically on the proportion of pores smaller than a given particle size. This is the dominant factor in some


particle-transport applications.


 


Conclusions


The characterization of pore space is a vital and fruitful aspect of soil investigation. Physical, chemical, and biological influences


acting on the liquid, solid and gas constituents of the soil determine the form and development of pores, whose character in turn


profoundly influences the nature and behavior of the soil.


Soil porosity is fairly well standardized in definition and measurement techniques. Pore size, however, is not obvious how to


define, much less to measure. Yet it is central to topics like macropores, aggregation, fractures, soil matrix, and solute mobility. Pore


size plays a key role in various proposed means of quantifying soil structure. It also has a major practical role in the prediction of


hydraulic properties. New pore size concepts, measurement techniques, and relations to transport phenomena are likely to remain


a major emphasis in the study of soil.
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ABSTRACT
Soil pore size distribution (PSD) directly influences soil physical, chemical, and biological properties, and further knowledge of


soil PSD is very helpful for understanding soil functions and processes. In this study, PSD of three clayey soils collected from the


topsoil (0–20 cm) of Vertisols in Northern China was analyzed using the N2 adsorption (NA) and mercury intrusion porosimetry


(MIP) methods. The effect of soil organic matter (SOM) on the PSD of clayey soils was also evaluated. The differential curves of


pore volume of clayey soils by the NA method exhibited that the pores with diameter < 0.01 µm accounted for more than 50% in


the pore size range of 0.001 to 0.1 µm. The differential pore curves of clayey soils by the MIP method exhibited three distinct peaks


in pore size range of 60 to 100, 0.3 to 0.4 and 0.009 to 0.012 µm, respectively. In the three clayey soils, the ultramicropores (5–0.1


µm) were determined to be the main pore class (on average 35.5%), followed by macropores (> 75 µm, 31.4%), cryptopores (0.1–0.007


µm, 16.0%), micropores (30–5 µm, 9.7%) and mesopores (75–30 µm, 7.3%). The SOM greatly affected the pore structure and PSD of


aggregates in clayey soils. In particular, SOM removal reduced the volume and porosity of 5–100 µm pores while increased those of <


5 µm pores in the 5–2 and 2–0.25 mm aggregates of clayey soils. The increase in the volume and porosity of < 5 µm pores may be


attributed to the disaggregation and partial emptying of small pores caused by the destruction of SOM.


Key Words: mercury intrusion porosimetry, N2 adsorption, pore volume, porosity, soil aggregate, Vertisol
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INTRODUCTION


Pore structure of soils affects many physical, chemi-
cal and biological properties, such as gas diffusivity,
water transmission and storage, mechanical resistance,
carbon dynamics, microbial habitat, and root penetra-
tion (Pagliai et al., 2004; Hajnos et al., 2006; Oorts et
al., 2007; Smucker et al., 2007; Munkholm et al., 2012;
Sleutel et al., 2012). The shrinkage/swelling of expan-
sive clayey soils has been proven to dynamically change
the soil porosity and pore size distribution (PSD), and
deteriorate soil structure (Balbino et al., 2002; Alaoui
et al., 2011). Poor pore structure of clayey soils is be-
lieved to be a major threat to soil physical quality
and crop sustainable production. Thus, the analysis
of soil pore structure is very important for understan-
ding many functions and processes occurring in clayey
soils. The PSD is an important parameter for descri-
bing soil quality and developing the theoretical models
of the soil water, gas, and solute transport properties


in clayey soils (Ehlers et al., 1995; Perrier et al., 1996).
The porous system of clayey soils is affected by a


number of factors such as soil organic matter (SOM),
type and content of clay minerals, water regime, com-
paction, and soil management (Fox et al., 2004; Horn,
2004; Kut́ılek et al., 2006; Wairiu and Lal, 2006; Chun
et al., 2008; Churchman et al., 2010). Improvement of
pore structure by organic matter, especially in clayey
soils, is a traditional soil management practice (Mc-
Carthy et al., 2008; Papadopoulos et al., 2009; Gros-
bellet et al., 2011). Introduction of organic manures
into soils generally increases the total porosity and al-
ters the PSD of soils. Laboratory and field experiments
have demonstrated that the organic matter increased
the number of larger pores in soils and promoted
the formation and stabilization of biogenic macropores
(Pagliai et al., 2004; Oorts et al., 2007; Grosbellet et
al., 2011). This preferential increase of larger pores can
potentially change many of the most important soil
processes, such as transmission and storage of water,
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plant root penetration and microbial activities. Know-
ledge on the effect of SOM on soil pore structure is
needed for better soil management practices.


Many methods have been developed for quantita-
tive determination of the pore volume and PSD of
soils, including the direct methods (e.g., micromorpho-
logic analysis and computed tomography) and indirect
methods (e.g., soil water retention curve, gas adsorp-
tion and mercury intrusion porosimetry (MIP)) (Fiès
and Bruand, 1990; Fiès, 1992; Pierrier et al., 1996;
Echeverŕıa et al., 1999; Lipiec et al., 2007, 2012; Dex-
ter et al., 2008; Paz Ferreiro et al., 2010). The soil pore
structure is composed of numerous continuous pores
in a wide diameter range from several nanometers to
centimeters. Up to date, there is not a single method
capable of determining the soil PSD across the full
size range (Rouquerol et al., 1994; Hajnos et al., 2006;
Rasa et al., 2012). The soil pore spaces were most com-
monly measured using the adsorption methods, such as
the adsorption of liquid N2 at −196 ◦C and CO2 at 0
◦C (Echeverŕıa et al., 1999). Recently, the 129Xe NMR
spectroscopy of adsorbed xenon has been adopted to
measure the porosity of the soil-related materials (Fili-
monova et al., 2006), and the X-ray computed tomog-
raphy (CT) scanning technique has shown to be very
powerful in visualizing and quantifying the pore space
in a millimetric or micrometric resolution (Fiès and
Bruand, 1990; Papadopoulos et al., 2009; Munkholm
et al., 2012).


The MIP method has been reported to determine
soil PSD for a wide diameter range (Fiès, 1992; Echev-
erŕıa et al., 1999; Hajnos et al., 2006; Paz Ferreiro et
al., 2010; Lipiec et al., 2012). The MIP method also
has been widely used to evaluate the PSD in response
to soil tillage system (Fox et al., 2004; Wairiu and Lal,
2006), land use type (Hajnos et al., 2006), and com-
paction (Kut́ılek et al., 2006; Lipiec et al., 2007). In
some studies, the MIP results have been used as a
reference standard for the quantification of soil PSD
(Hajnos et al., 2006). The N2 adsorption (NA) and
water desorption isotherms are able to measure the
pores with equivalent diameters in the order of one
magnitude smaller as compared with the MIP method.
However, the soil moisture characteristic curves can-
not be used to determine the PSD of expansive clayey
soils because the water lost is not only related to the
drainage but also to pores’ shrinkage. In addition, the
changes in bulk density during soil wetting and drying
also alter the pores’ geometry, which may result in a
reversible change in the pore volume and size. Since the
gas adsorption and MIP methods do not alter the pore
geometry, they are advantageous over other techniques


in determining the PSD of expansive clayey soils.
In spite of the fact that the pore structure impor-


tantly affects the soil functions and plant growth, there
is a lack in qualitative description of soil pore system.
The aims of this work were to quantitatively measure
the pore characteristics of clayey soils over a wide range
of equivalent pore diameters using the NA and MIP
methods, and to evaluate the impact of SOM on soil
PSD by comparing the PSD of soil aggregates before
and after SOM removal.


MATERIALS AND METHODS


Soils


The study was conducted on three clayey soils lo-
cated in Huaiyuan, Anhui Province (32◦50′54.2′′ N,
117◦12′37.3′′ E), Xiyi, Jiangsu Province (34◦17′39.4′′


N, 118◦25′32.2′′ E), and Runan, Henan Province (33◦


7′31.5′′ N, 114◦26′17.3′′ E), China. They are designa-
ted as AH, JS, and HN, respectively. The three clayey
soils were classified as Vertisols according to USDA soil
taxonomy (Soil Survey Staff, 2006). At each site, soil
samples were collected from the 0–20 cm depth using
a steel cylinder to avoid compaction and smearing of
field-moist soil clods. Each soil was taken in three repli-
cations. The soil samples were air-dried by spreading
the soil in a dry and ventilated room. After drying, ag-
gregates of about 2 mm in size were gently separated
using a sieve and used for the PSD analysis. The basic
soil properties were determined on the disturbed sam-
ples passed though a 2-mm sieve according to the stan-
dard procedure (ISSCAS, 1978). Soil organic carbon
(SOC) was determined by the dichromate oxidation
method. Soil particle size distribution was measured
by the pipette method. Soil pH was measured using a
glass electrode with a 1:2.5 soil:water ratio. Soil cation
exchange capacity (CEC) was measured by the ammo-
nium acetate method. The consistency limits of soils
were determined according to the ASTM D4318 proce-
dure (ASTM, 1995). Coefficient of linear extensibility
(COLE) of soils was determined using the method of
Schafer and Singer (1976). The clay fraction (< 2 µm)
of soil was separated using the sedimentary method.
The powder samples were placed on a glass slide. The
clay mineralogical composition was determined by a
Rigaku X-ray diffractometer (D/Max 2550 PC, Rigaku
Corption, Japan) using CuKα radiation (45 kV, 300
mA). The measured results are summarized in Table I
and Fig. 1.


NA method


The N2 adsorption (NA) isotherms were used to de-







242 M. ZAFFAR AND S. G. LU


TABLE I


Some physical and chemical characteristics of the clayey soils


collected from the three study sites (AH, HN and JS)


Parameter Soil


HN AH JS


pH 6.4 5.9 6.6


SOMa) (g kg−1) 22.84 21.91 37.76


Particle size distribution (%)


2–0.02 mm 25.79 23.34 30.08


0.02–0.002 mm 29.44 26.09 26.05


< 0.002 mm 44.77 50.57 43.87


Consistency limit (%)


Liquid limit 42.66 48.61 48.79


Plastic limit 26.91 29.23 34.54


Plastic index 15.94 19.38 14.22


CECb) (cmol kg−1) 30.45 35.74 49.77


COLEc) (%) 8.79 11.28 12.42


a)Soil organic matter; b)Cation exchange capacity; c)Coefficient


of linear extensibility.


Fig. 1 X-ray diffraction patterns of the three clayey soils (AH,


HN and JS). Ch = chlorite; Il = illite; Ka = kaolinite; Mu =


muscovite; Sm = smectite.


termine pores of equivalent diameter 0.1–0.001 µm.
The isotherms were measured using a TriStar II3020
surface area and porosity analyzer (Micromeritics In-
strument Co., USA) at the temperature of liquid N2


(−196 ◦C) in a relative pressure (equilibrium pressure
(p) divided by saturation pressure (po), p/po) range
from 0.004 to 0.997. Before measuring, the soil samples
were first dried in a silica gel desiccator, and then de-
gassed. The specific surface area and PSD of soils were
calculated using the multi-point Brunauer-Emmett-
Teller (BET) and Langmuir analysis and Barrett-
Joyner-Halenda (BJH) equation, respectively (Gregg
and Sing, 1982).


MIP method


The pores of soils having equivalent diameter


range from 0.003 to 360 µm were analyzed by the
MIP method using an AutoPore IV 9510 mercury
(Hg) porosimeter (Micromeritics Inc., USA). Mercury
porosimetry is based on the gradual injection of liquid
Hg into the pore system with external pressures. Based
on the assumption of cylindrical pores, the pore ra-
dius into which Hg was intruded was calculated by the
Washburn Equation (Hajnos et al., 2006):


r =
2γ cos θ


P
(1)


where r is the pore radius (µm), P is the pressure of Hg
(kPa), γ is the Hg surface tension (0.48 N m−1), and θ


is the contact angle between Hg and the pore surface
(140◦). The soil PSD was determined from the volume
of Hg intruded at each pressure increment, while the
total porosity was based on the total intruded volume.
Before measurement, the soil samples were first dried
in a desiccator with silica gel, in order to avoid shrin-
kage, and then were oven-dried at 105 ◦C for 24 h and
degassed. The cumulative and differential curves were
used for the analysis of diverse soil pore classes. In
order to gain a deep insight into the PSD of clayey
soils, the pore size was divided into five size ranges:
macropores (> 75 µm), mesopores (75–30 µm), mi-
cropores (30–5 µm), ultramicropores (5–0.1 µm), and
cryptopores (0.1–0.007 µm), according to the criteria
proposed by Cameron and Buchan (2006).


SOM removal


The air-dried soils were dry-sieved to obtain 5–2
and 2–0.25 mm aggregates. The separated aggregates
were treated with a 30% H2O2 solution to remove the
SOM. Briefly, the aggregate samples were reacted with
a 30% H2O2 solution until effervescence ceased. After
repeating this procedure 3–5 times, the residues were
dried and used for the PSD measurement. The con-
trol samples were prepared with the same procedure,
except by replacing 30% H2O2 solution with deionized
water. The MIP results were used to analyze the effect
of SOM on the pore characteristics of soils.


RESULTS


Basic properties of clayey soils


Table I shows some physical and chemical proper-
ties of the studied soils. Soil pH was slightly acidic,
ranged from 5.9 to 6.6. The SOM ranged between 21.91
and 37.76 g kg−1. The three clayey soils had very high
CEC values, ranging from 30.45 to 49.77 cmol kg−1.
The soils were dominated by clay textures, with clay
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(< 0.002 mm) ranging from 43.87% to 50.57%. The
three soils had a similar clay mineralogical compo-
sition (Fig. 1), dominated by smectite, illite, chlorite
and kaolinite. The studied soils had a COLE value of
8.79%–12.42%, belonging to very severe shrink-swell
hazard rating (Schafer and Singer, 1976).


NA isotherms


The adsorption/desorption isotherms of liquid N2


at −196 ◦C for the clayey soils are shown in Fig. 2. The
three clayey soils had the similar adsorption/deso-
rption isotherms although their amounts of N2 ad-
sorption differed greatly. The adsorption/desorption
isotherms of three clayey soils overlapped at low rela-
tive pressures while appeared as hysteresis at high rela-
tive pressures (p/po > 0.45). The initial (steepest) part
represented a micropore filling (rather than a surface
coverage) and the plateau with a low slope was in-
dicative of the multilayer adsorption on the external
surface. The BET surface areas (SBET) and total pore
volumes (V ) of the clayey soils were measured by the
BET and BJH equations, respectively. The soils had
a wide range of BET surface areas and pore volumes.
The BET surface area varied from 3.22 to 8.19 m2 g−1,
with an average value of 6.2 m2 g−1. The total N2 pore
volume was in the range of 0.0089 to 0.0224 cm3 g−1,
with an average value of 0.0149 cm3 g−1.


Fig. 2 Nitrogen (N2) adsorption/desorption isotherms of the


three clayey soils (AH, HN and JS). p/po = equilibrium pres-


sure (p) divided by saturation pressure (po).


PSD based on NA


The NA results are plotted in two forms of the
cumulative pore volume and the differential pore vo-
lume (dV/dlogD) vs. the equivalent pore diameter (D)
(Fig. 3). The clayey soils have greater pore volume in
the pore size range less than 0.05 µm. The cumula-
tive curve indicated that the pores of < 0.01 µm and


between 0.01–0.05 µm accounted for more than 50%
and 30%, respectively. Two distinct peaks at equiva-
lent pore diameters of about 0.0025–0.0035 µm and
about 0.0015 µm, respectively, in the differential PSD
curves of Fig. 3 corresponded to the equivalent pore
diameters smaller than the 0.003 µm threshold value
(i.e., the resolution limit of MIP).


Fig. 3 Cumulative and differential (dV/dlogD, where V is the


pore volume and D is the equivalent pore diameter) curves of


pore volumes as a function of the equivalent pore diameters of


the three clayey soils (AH, HN and JS), as detected by the N2


adsorption method.


PSD based on MIP


The cumulative and differential curves of pore vo-
lume vs. equivalent pore diameter of clayey soils mea-
sured by the MIP method are plotted in Fig. 4. The
differential PSD curves exhibited that the clayey soils
had three distinct peaks in the pore size regions, i.e.,
from 60 to 100 µm (first peak), from 0.3 to 0.4 µm
(second peak) and from 0.009 to 0.012 µm (third
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peak). The first peak corresponded to macropores (>
75 µm), the second peak to soil ultramicropores (0.1–
5 µm) and third peak to soil cryptopores (< 0.01
µm). However, the magnitude and shape of the peaks
in three clayey soils were different. It could be seen
that in the macropore (> 75 µm) and ultramicropore
(0.1–5 µm) regions, the AH and HN soils presented
more defined PSD peaks as compared with the JS soil.


Fig. 4 Cumulative and differential (dV/dlogD, where V is the


pore volume and D is the equivalent pore diameter) curves of


pore volumes as a function of the equivalent pore diameters of


the three clayey soils (AH, HN and JS), as measured by the


mercury intrusion porosimetry method.


The relative porosity for different pore size ranges
based on Cameron and Buchan (2006) are shown in
Fig. 5. The results indicated that the total pore vo-
lume of clayey soils was mostly dominated by the ultra-
micropores (on average 35.5%), followed by macropo-
res (31.4%), cryptopores (16.0%), micropores (9.7%)
and mesopores (7.3%), respectively. From the MIP
measurement, total intrusion volume and porosity of


clayey soils were calculated. The total MIP porosity of
clayey soils ranged from 34% to 45% with an average
of 43%. Clayey soils showed a wide range of cumula-
tive pore volumes from 0.1576 to 0.1916 cm3 g−1 in
the equivalent pore diameter of 0.003–360 µm, with a
mean value of 0.1779 cm3 g−1.


Fig. 5 Relative porosity of the three clayey soils (AH, HN


and JS) for different pore size ranges according to the classifica-


tion of Cameron and Buchan (2006).


Effect of SOM on pore structure


Soil organic matter greatly affects the soil pore
structure. To confirm this impact, we separated the
clayey soils into 5–2 and 2–0.25 mm aggregate frac-
tions, and compared the changes in the PSD curves
between H2O2- and H2O-treated aggregate fractions.
Fig. 6 showed that the 5–2 mm aggregates of soils HN
and AH had bi-modal PSD curves with two represen-
tative peaks at pore diameter around 1–6 and 10–100
µm, respectively. The JS soil had a single peak in the
range of 10–100 µm. The 2–0.25 mm aggregates of
three clayey soils had a clearly defined peak in the
pore size range from 30 to 100 µm. After the H2O2-
treatment the PSD of soil aggregates showed distinct
changes in the volume of various pore size ranges and
the PSD curve shapes. The H2O-treated 5–2 mm ag-
gregates showed larger volume in the pore size range
from 2 to 62 µm compared to H2O2-treated aggre-
gates. The differential PSD curves of the H2O2-treated
5–2 mm aggregates of soils HN and AH were far be-
yond those of H2O-treated aggregates in the pore size
range of 0.5–5 µm. In the H2O2-treated aggregates of
the JS soil, the differential PSD curves were slightly
beyond those of the H2O-treated soil in the range of
0.01 to 0.5 µm. Compared with the H2O-treated aggre-
gates, having 2–0.25 mm diameter, a gradual decrease
in macropores (> 75 µm) and mesopores (75–30 µm)
but an increase in micropores (30–5 µm) were observed
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Fig. 6 Differential (dV/dlogD, where V is the pore volume and D is the equivalent pore diameter) curve of pore volume vs. equivalent


pore diameter for the H2O2- and H2O-treated aggregate fractions (5–2 and 2–0.25 mm) of the three clayey soils (AH, HN and JS).


for the H2O2-treated aggregates. These results indi-
cated that the H2O2-treated 2–0.25 mm aggregates had
a greater portion for the 3–0.5 µm pores. In the pore
diameter range of < 0.3 µm, the PSD curves of both
H2O2- and H2O-treated aggregates were overlapped,
indicating that the SOM did not affect the volume of
< 0.3 µm size pores in clayey soils.


The differences in pore volume and relative por-
osity between the H2O2- and H2O-treated aggregates
of clayey soils are shown in Fig. 7. The H2O2-treated
aggregates showed a reduced pore volume and relative
porosity for the > 5 µm pores. Since the pore sizes of
aggregates were in a wide range, the decrease of the > 5
µm pores in the SOM-removed aggregates must be ac-
companied by an increase of the < 5 µm pores. There-
fore, in both aggregate fractions, the decrease in the
volume of larger pores with SOM-removal was accom-
panied by an increase in the volume of smaller pores at


approximate diameters of 0.4–0.002 µm (Fig. 7). The
increase was most pronounced in the 5–2 mm aggre-
gates.


DISCUSSION


Pore structure of clayey soils


The pore structure of clayey soils is characterized
by the total porosity and PSD. The PSD of soils greatly
affects physical, chemical, and biological properties,
which is widely used to assess the physical quality of
soil (Pagliai et al., 2004). In aggregated soils, pores are
arranged hierarchically with primary (textural) and
secondary (structural) pore system (Ehlers et al., 1995;
Hajnos et al., 2006; Lipiec et al., 2007). The textural
(or matrix) porosity is defined as the pore space be-
tween the primary particles or intra-aggregate pores.
Structural porosity is the pore space between micro-
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Fig. 7 Difference in pore volume and relative porosity in the whole pore size range for the H2O2- and H2O-treated aggregate fractions


(2–5 and 0.25–2 mm) of the three clayey soils (AH, HA and JS).


aggregates and between aggregates, which contains
macropores such as inter-pedal voids, biopores and
desiccation cracks. Clayey soils contain multiple scales
of pores, of which the pores with diameters between
0.01 and 0.1 µm consist of the spaces between clay
platelet bundles. The pores with diameters of less than
0.01 µm consist of the interlayer spaces in the clays,
and those with diameters larger than 1 µm consist of
the spaces between aggregates. The pores with diame-
ters of 0.1 to 0.001 µm measured by the NA method are
located mostly in and between primary soil particles
(Hajnos et al., 2006). In the three clayey soils of this
study, around 35% of the porosity was contributed by
the ultramicropores (0.1–5 µm). The differential PSD
curves measured by the NA method showed main peaks
at equivalent pore diameters of < 0.01 µm. The peaks
in the three clayey soils were attributed to the high
content of fine primary soil particles. This result was
in accordance with the highly expansive clay minerals
of the clayey soils. The similar results have been ob-
served from pure clay minerals using the small-angle
scattering technique (Radlinski, 2006). For example,
montmorillonite clays have a peak at pore diameter <


0.02 µm, which corresponds to the pore space within
clay platelets (0.019 µm), and a peak at pore diame-
ters between 0.01 and 0.1 µm, corresponds to the pore


space between clay platelet bundles. In the micro to
crypto porosity domain, organic molecules in the soils
could interact with the clay minerals through an in-
tercalation or an adsorption. Therefore, the soil PSD
affected the SOC dynamics. In some cases the PSD
promoted a faster SOC turnover and in other cases
the PSD protected from the access of microorganisms.
It has been reported that the microaggregates better
protect the SOC from decomposition due to their small
pore size (< 0.2 µm) by effectively limiting the access
of bacteria (Cameron and Buchan, 2006).


The soil PSD depends on a combined effect of the
soil texture and structure. The 0.03–100 µm pores re-
sult from the arrangement of microaggregates (Balbino
et al., 2002; Bruand et al., 2004). These pores corre-
spond to the spaces within clusters of fine materials
between larger particles (Fiès and Bruand, 1990). The
pores between 0.03 and 5 µm are partly attributed to
the lacunas arising from the packing of sand-silt- and
clay-size particles, and also the microaggregates within
the clay- and fine silt-size range (Fiès and Bruand,
1990; Bruand et al., 2004). The peaks associated with
the secondary (structural) pore system in the pore dia-
meter range from 50 to 80 µm were attributed mainly
to the inter-aggregate pores in clayey soils and par-
tially to the biological pores formed by soil fauna and
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plant roots where they were not disturbed by tillage.
The macropores (> 50 µm in the equivalent pore dia-
meter) determined soil structure and were responsi-
ble for the water movement, aeration and root growth.
Soil macropores are of particular interest as they play
a crucial role for many soil processes such as drainage
or aeration (Pagliai et al., 2004; Alaoui et al., 2011).


Comparison of the NA and MIP methods


A combination of the NA and MIP methods has
been used for analyzing porous materials within a wide
pore size range (Rouquerol et al., 1994; Ecueverŕıa et
al., 1999; Paz Ferreiro et al., 2010). Compared with the
NA method, the MIP method is more suitable for ana-
lyzing the materials with large pore size, and its ope-
ration is relatively simple. However, the MIP method
offers relatively low accuracy for the “ink-bottle” pores
and could cause sample fracturing by the high intrusion
pressure. Both NA and MIP methods are able to ana-
lyze the materials having pore size range between 0.003
and 0.1 µm. The differential PSD measured by the NA
and MIP methods for clayey soils are shown in Fig. 8.
The PSD measured by the MIP method was systemati-
cally higher than that by the NA method, and espe-
cially at the critical pore size (0.1 µm) the discrepancy
reached maximum. The MIP PSD curves showed two
typical peaks at equivalent pore diameter 0.01 and 0.2
µm. These discrepancies could be attributed to the
different mechanisms between the two methods. The
MIP method is based on a Hg filling process (MIP in-
trusion phase) and the NA method on a N2 desorption
process (NA desorption phase). For the “ink-bottle”
pores, the MIP method is able to measure the pore
volume of both the neck (smaller diameter) and the
bottle (larger diameter) as long as the applied pres-
sure is high enough to force Hg to penetrate into the
neck. Whereas, using the NA method can only mea-
sure the volume of the pore’s neck, giving much lower
porosity value.


Role of SOM in the soil pore formation


It is generally accepted that the SOM enhances
the formation of macropores in clayey soils. Many stu-
dies indicated that SOM increased total porosity in
a given soil mass. After SOM was removed, the pore
space structure of clayey soils was significantly altered.
However, not all pores were altered proportionally. The
SOM influences primarily larger pores. A comparison
of total pore volume in the 5–2 and 2–0.25 mm aggre-
gates before and after the SOM removal indicated that
a decrease of > 5 µm pores in the SOM-removed soil
was accompanied by an increase in the smaller pores


Fig. 8 Comparison of the differential (dV/dlogD, where V is


the pore volume and D is the equivalent pore diameter) curves


of pore volumes as a function of the equivalent pore diameters of


the three clayey soils (AH, HN and JS) measured by the N2 ad-


sorption (NA) and mercury intrusion porosimetry (MIP) me-


thods.


with diameters of < 5 µm and of < 1 µm for the 5–2
and 2–0.25 mm aggregates, respectively. These results
were in good agreement with previous reports (Pagliai
et al., 2004; Papadopoulos et al., 2009). The addition of
exogenous organic matter generally led to an increase
of macroporosity (Marinari et al., 2000; Grosbellet et
al., 2011).


It is well known that the SOM acts as a cemen-
ting agent and binds small mineral particles together
to form various size aggregates. The pore space be-
tween microaggregates or inter-aggregates contributed
to the large structural pores of > 1 µm in diameter. The
process of disaggregation following SOM destruction
reduced macroporosity. An increase in microporosity
could be attributed to a partial emptying of small pores
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after destruction of organic molecules. Many evidences
have suggested that the most stable SOC is present
within microaggregates and in the finest mineral par-
ticles of soils (Churchman et al., 2010). The presence
of SOM in pores over a wide pore size range, detected
by the ultra-small angle X-ray scattering method, con-
firmed that a great part of SOC was present in the
smallest, submicron, pores within the soil structure
(McCarthy et al., 2008). Another mechanism for the
interaction between SOM and pore space in soils is that
the SOM molecules adsorbed at the mouths of small
pores clog the micropores. Therefore, in a very small
scale (i.e., nanometre to micrometre) the complex in-
teractions between SOC and clay are responsible for
the soil structure and porosity.


CONCLUSIONS


In the studied pore size range (0.003–360 µm), the
PSD curves of clayey soils had three distinct peaks in
the pore size ranges from 60 to 100 µm (first peak),
0.3 to 0.4 µm (second peak) and 0.009 to 0.012 µm
(third peak), respectively. The pores of clayey soils
were dominated by the ultramicropores (5–0.1 µm,
35.5%), followed by macropores (> 75 µm, 31.4%),
cryptopores (0.1–0.007 µm, 16.0%), micropores (30–
5 µm, 9.7%) and mesopores (75–30 µm, 7.3%). The
contribution of large pores (> 3 µm) to the total pore
volume was greater in the 5–2 mm aggregates than
in the 2–0.25 mm aggregates. The 5–2 mm aggregates
had multi-modal PSD curves with peaks in the pore
size diameter range of 1–6 µm. The > 5 µm pores in
the 5–2 and 2–0.25 mm aggregates in the three clayey
soils decreased with SOM removal. This decrease was
accompanied by an increase in the < 5 µm pores. The
results of this work indicated that a combination of the
NA and MIP methods could make it possible for one to
map a full range PSD of clayey soils. Our results also
suggested a direct influence of SOM on PSD of clayey
soils.
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Abstract

To evaluate the impact of management practices on the soil environment, it is necessary to quantify the modifications to the


soil structure. Soil structure conditions were evaluated by characterizing porosity using a combination of mercury intrusion


porosimetry, image analysis and micromorphological observations. Saturated hydraulic conductivity and aggregate stability


were also analysed.


In soils tilled by alternative tillage systems, like ripper subsoiling, the macroporosity was generally higher and homo-


geneously distributed through the profile while the conventional tillage systems, like the mouldboard ploughing, showed a


significant reduction of porosity both in the surface layer (0–100 mm) and at the lower cultivation depth (400–500 mm). The


higher macroporosity in soils under alternative tillage systems was due to a larger number of elongated transmission pores. Also,


the microporosity within the aggregates, measured by mercury intrusion porosimetry, increased in the soil tilled by ripper


subsoiling and disc harrow (minimum tillage). The resulting soil structure was more open and more homogeneous, thus allowing


better water movement, as confirmed by the higher hydraulic conductivity in the soil tilled by ripper subsoiling. Aggregates were


less stable in ploughed soils and this resulted in a more pronounced tendency to form surface crust compared with soils under


minimum tillage and ripper subsoiling.


The application of compost and manure improved the soil porosity and the soil aggregation. A better aggregation indicated


that the addition of organic materials plays an important role in preventing soil crust formation.


These results confirm that it is possible to adopt alternative tillage systems to prevent soil physical degradation and that the


application of organic materials is essential to improve the soil structure quality.


# 2004 Elsevier B.V. All rights reserved.
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1. Introduction


Soil degradation is a major environmental problem


worldwide, and there is strong evidence that the soil
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degradation processes present an immediate threat to


both biomass and economic yields, as well as a long-


term hazard to future crop yields. Therefore, it is


absolutely necessary that such soil degradation


processes must be put under control. The need to


reduce the environmental impact of agricultural


activities and to control soil structure degradation is


one of the main aims of land management. It has led

.
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farmers to consider the possibility of adopting lower


impact cultivation practices as an alternative to


conventional farming (Cannell and Hawes, 1994).


This is to overcome the negative effect that abandon-


ing traditional farming rotations and adopting inten-


sive monocultures, without application of farmyard


manure to the soil, have had on diminished soil


organic matter content and consequently soil struc-


tural stability (Lal et al., 1994). In fact, the main


consequence of long-term intensive cultivation is the


degradation of soil structure, which can reduce the


effect of chemical fertilizers. As soil erosion increases,


solid soil particles and nutrients can be transported


with the consequent risk of surface water pollution.


Moreover, the resulting soil porosity conditions are


often unfavourable to crop growth (Pagliai et al.,


1995).


To evaluate the impact of management practices on


the soil environment it is necessary to quantify the


modifications to the soil structure (Danielson and


Sutherland, 1986). Soil structure is one of the most


important properties affecting crop production


because it determines the depth that roots can


penetrate, the amount of water that can be stored in


the soil and the movement of air, water and soil fauna


(Hermavan and Cameron, 1993; Langmaack, 1999).


Soil quality is strictly related to soil structure and


much of the environmental damage in intensive arable


lands such as erosion, desertification and suscept-


ibility to compaction, originate from soil structure


degradation. Moreover, soil functions strongly depend


on the quality of soil structure, with optimum structure


defined as soil having the widest range of possible uses


(Dexter, 2002). To quantify soil structural changes


following agricultural activities, besides traditional


measurements such as aggregate stability and hy-


draulic conductivity, pore space measurements are


being increasingly used. Pore space measurements


quantify soil structure because the size, shape and


continuity of pores affect many important processes in


soils (Ringrose-Voase and Bullock, 1984).


A detailed insight into the complexity of the pore


system in soil can be obtained by using mercury


intrusion porosimetry to quantify pores less than


50 mm (equivalent pore diameter) inside the soil


aggregates (Fiès, 1992), and image analysis on thin


sections prepared from undisturbed soil samples to


quantify pores larger than 50 mm, i.e. macropores,

which determine the type of soil structure. Techno-


logical and theoretical advances in sample preparation


and image analysis have improved the methods for


direct quantification of soil pores (Moran and


McBratney, 1992). By three-dimensional analysis of


the soil pore system it is now possible to gain


quantitative information about important parameters,


such as pore connectivity and tortuosity, affecting in


particular the preferential flow of soil water (funnel


and fingered flow). This can be obtained by stereology


(Ringrose-Voase, 1996) and serial sectioning (Vogel,


1997); however, both these methodologies are time


consuming. More advanced, non-destructive image


analysis techniques are the X-ray computed tomo-


graphy (Zeng et al., 1996) and the Synchrotron (Di


Carlo et al., 1997), both permitting a detailed insight


of the spatial pores arrangement and the study of the


associated water movement. All these methods allow


the quantification of the effects of different manage-


ment systems on soil porosity and structure and in


turn, the identification of the best practices for


sustainable crop production.


Results of field experiments frequently recom-


mend the adoption of reduced tillage practices to


prevent soil structural degradation and soil losses by


erosion, thereby reducing consequent environmental


impacts (Unger et al., 1991; Gomez et al., 1999). Soil


structure degradation following intensive agricul-


tural activities, soil compaction, loss of structural


stability and the formation of surface crusts give rise


to the loss of continuity of elongated transmission


pores, which reduces water transport, resulting in


increased runoff and soil erosion. Until now, pore


structure has not been adequately quantified and


sufficiently considered in models for soil erosion


prediction, land management optimisation and


environmental impact.


The aim of this study was to evaluate and


summarize the effects of different types of manage-


ment practices, namely tillage and manure applica-


tion, on soil structural characteristics. We quantified


soil porosity by mercury intrusion porosimetry and


image analysis on soil thin sections and some related


physical properties, like hydraulic conductivity and


aggregate stability on soils, representative of the hilly


environment of central Italy and of the plains of


northern Italy, under different types of tillage and


manure application, cultivated by maize and sorghum.
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2. Materials and methods


2.1. Soils and treatments


2.1.1. Soil tillage


A field experiment was established in 1994 at the


Fagna Agricultural Experimental Centre (Scarperia–


Firenze) of the Research Institute for Soil Study and


Conservation (Firenze, Italy). It is on a loam soil


classified as Typic Haplustept (USDA-NRCS, 1999)


or Lamellic Calcaric Cambisol (FAO-IUSS-ISRIC,


1998). Some major characteristics of the soil are


reported in Table 1. Three replicates of each of four


management practices were tested in 50 m � 10 m


plots. The tillage treatments considered were: (1)


harrowing with a disc harrow to a depth of 100 mm


(minimum tillage, MT); (2) mouldboard ploughing to


a depth of 400 mm (conventional deep tillage, CP);


and (3) ripper subsoiling to a depth of 500 mm (RS).


The soil had been cropped with maize since 1970


adopting the same traditional management practices.


Since 1980, the fertilisation was mineral alone without


any addition of farmyard manure or other organic


materials.


2.1.2. Applications of manures


This field experiment was located in the alluvial


plain of the Taro river, near Parma (Emilia-Romagna,


northern Italy). The soil is classified as Udifluventic


Ustochrepts (USDA-NRCS, 1999) or as Haplic


Calcisol (FAO-IUSS-ISRIC, 1998). The main char-


acteristics of the soil are shown in Table 1. The field


was planted with grain sorghum (Sorghum bicolor (L.)

Table 1


Main physical and chemical characteristics of the two soils


Main soils characteristics Cambisol Calcisol


Sand (g kg�1) 400 148


Silt (g kg�1) 422 587


Clay (g kg�1) 178 265


CEC (me/100 g) 14.6 20.5


pH (1:2.5) H2O 8.1 8.0


Organic matter (%) 1.4 2.1


CaCO3 (%) 5.2 15.0


Total N (Kjieldahl) (g kg�1) 1.1 1.25


C/N 7.4 9.6


Mean values for 0–350 and 0–200 mm layer for the Cambisol and


the Calcisol, respectively.

Moench), and four replications of each of four


treatments were tested in 55 m � 5.5 m plots arranged


in a randomised block design as follows: (1) compost


addition at 40 Mg ha�1 rate (high rate); (2) compost


addition at 10 Mg ha�1 rate (low rate); (3) livestock


manure at 10 Mg ha�1 rate; and (4) control.


Compost and manure were applied in September


2001 when the experiment was established. The field


was then ploughed to 300 mm depth in October 2001,


and harrowed for seedbed preparation in the middle of


March 2002; sowing was carried out at the beginning


of May 2002. Samples were taken, in one block only,


six weeks after sowing and at the end of the summer


season, during which the more intense rainstorms


occur. Rainfall depth in this time span was 412 mm.


2.2. Soil porosity measurements


The pore system was characterised by image


analysis on thin sections from undisturbed soil


samples to measure pores >50 mm (macroporosity)


and by mercury intrusion porosimetry to measure


pores <50 mm (microporosity). For image analysis,


six replicate undisturbed samples were collected at


100-mm increments between 0 and 600 mm in each


plot under different tillage systems at the ripening time


of the maize. In the soil under manure application, six


replicate undisturbed samples were taken in the


surface layer (0–100 mm) two months after seedbed


preparation and at the end of the grain sorghum-


growing season.


Samples were dried by acetone replacement of


water (Murphy, 1986), impregnated with a polyester


resin and made into 60 mm � 70 mm, vertically


oriented thin sections of 30 mm thickness (Murphy,


1986). IMAGE PRO-PLUS software produced by


Media Cybernetics (Silver Spring, MD, USA)


calculated pore structure features from digital images


of the thin sections, using the approach described by


Pagliai et al. (1984). The analysed image covered


45 mm � 55 mm of the thin section, avoiding the


edges where disruption can occur. Total porosity and


pore distribution were measured according to pore


shape and size, the instrument being set to measure


pores larger than 50 mm. Pore shape was expressed by


a shape factor [perimeter2/(4p � area)] so that pores


could be divided into regular (more or less rounded)


(shape factor 1–2), irregular (shape factor 2–5) and
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elongated (shape factor >5). These classes correspond


approximately to those used by Bouma et al. (1977).


Pores of each shape group were further subdivided


into size classes according to either their equivalent


pore diameter (regular and irregular pores), or their


width (elongated pores) (Pagliai et al., 1983, 1984).


Thin sections were also examined using a Zeiss ‘R


POL’ microscope at 25� magnification to observe soil


structure, i.e. to gain a qualitative assessment of the


structure.


For mercury intrusion porosimetry, in each plot


under different tillage systems, six undisturbed


samples were collected from the surface soil layer


(0–100 mm) in the areas adjacent to those sampled for


thin section preparation. Aggregates with a volume up


to 4 cm3 were air-dried and degassed prior to analysis


using a mercury intrusion porosimeter (Carlo Erba WS


Porosimeter 2000) equipped with a Carlo Erba 120


macropore unit. The porosity and pore size distribu-


tion are determined within the range 0.007–50 mm.


2.3. Saturated hydraulic conductivity


To measure saturated hydraulic conductivity, six


undisturbed cores (57 mm diameter and 95 mm high)


were collected at 100-mm increments between 0 and


600 mm in each plot under different tillage systems, in


areas adjacent to those sampled for thin section


preparation. The samples were slowly saturated and


the saturated hydraulic conductivity was measured


using the falling-head technique (Klute and Dirksen,


1986).


2.4. Aggregate stability


To determine the water stability of soil aggregates a


wet-sieving method was used (Pagliai et al., 1997).


Air-dried soil aggregates (1–2 mm), collected in the


surface layer (0–100 mm) of the plots under different


tillage systems, were placed on a 0.25 mm mesh sieve


and moistened by capillary rise from a layer of wet


sand. They were then immersed in de-ionised water


and shaken with an alternate vertical movement (30


times per minute) at room temperature. The water


stability index (WSI) was calculated as (B � C)/((A �
k) � C) � 100, where A is the mass of air-dried soil


aggregates, B is the oven-dry mass of aggregates


remained in the sieve, C is the mass of sand fraction

and k is the correction factor for soil moisture content


(k = mass of oven-dry aggregates divided by the mass


of air-dry aggregates). Each determination was made


at least in triplicate.

3. Results and discussion


3.1. Soil tillage


In comparison with continuous conventional


ploughing, alternative tillage systems, like minimum


tillage, ripper subsoiling, etc., improve the soil pore


system, increasing the storage pores (0.5–50 mm) and


the amount of the elongated transmission pores (50–


500 mm). The volume of storage pores (0.5–50 mm)


measured by mercury intrusion porosimetry inside the


aggregates was greater in ripper subsoiling and


minimum tillage treatment than in conventional


ploughing treatment (Fig. 1). The higher micropor-


osity in ripper and minimum tillage soils could be


related to an increase of water content in soil and


consequently, to an increase of available water for


plants (Pagliai et al., 1995, 1998a).


Fig. 2 shows the total porosity occupied by pores


larger than 50 mm, expressed as percentage of total


area of thin section. In the surface layer (0–100 mm)


of conventionally tilled soil the macroporosity (pores


>50 mm) was significantly lower than in soils under


minimum tillage or ripper subsoiling. The ripped soil


showed the highest macroporosity, which was homo-


geneously distributed along the cultivated profile. It is


important to stress that the lowest value of total


macroporosity was found in the 400–500 mm layer of


conventionally tilled soils.


For a better interpretation of these results it can be


stressed that according to the micromorphometric


method, a soil is considered dense (compact) when the


total macroporosity (pores larger than 50 mm) is


<10%, moderately porous when the porosity ranges


from 10% to 25%, porous when it ranges from 25% to


40%, and extremely porous over 40% (Pagliai, 1988).


For a thorough characterisation of soil macropores,


the main aspects to be considered are not only pore


shape but also pore size distribution, especially of


elongated continuous pores, because many of these


pores affect plant growth directly by easing root


penetration, and increasing the storage and transmis-
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Fig. 2. Effects of tillage systems on total macroporosity distribution


along soil profile expressed as a percentage of total area occupied by


pores larger than 50 mm per thin section (MT, minimum tillage; RS,


ripper subsoiling; CP, conventional deep ploughing). Macropore


values differ significantly when followed by different letters at P �
0.05 employing the Duncan’s multiple range test.


Fig. 1. Effects of tillage systems on storage pores inside the aggregates measured by mercury intrusion porosimetry along the soil profile (MT,


minimum tillage; RS, ripper subsoiling; CP, conventional deep ploughing). Values differ significantly when followed by different letters at P �
0.05 employing the Duncan’s multiple range test.


Fig. 3. Effects of tillage systems on elongated transmission pore distributio


by pores ranging from 50–500 mm per thin section (MT, minimum tillage;


transmission pore values differ significantly when followed by different l

sion of water and gases. Moreover, Russell (1978) and


Tippkötter (1983) noted that feeding roots need pores


ranging from 100 to 200 mm to grow into. According


to Greenland (1977), pores of equivalent pore


diameter ranging from 0.5 to 50 mm are the storage


pores, which function as a water reservoir for plants


and microorganisms. Transmission pores (elongated


and continuous pores), ranging from 50 to 500 mm, are


important both in soil–water–plant relationships and


in maintaining good soil structure conditions. Damage


to soil structure can be recognised by a decrease in the


proportion of transmission pores.


Mean values of elongated transmission pores,


expressed as the percentage of total area of the thin


section occupied by these pores, are reported in Fig. 3.


Results showed that in the surface layer (0–100 mm)

n along soil profile expressed as a percentage of total area occupied


RS, ripper subsoiling; CP, conventional deep ploughing). Elongated


etters at P � 0.05 employing the Duncan’s multiple range test.
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Fig. 4. Effects of tillage systems on saturated hydraulic conductivity distribution along soil profile (MT, minimum tillage; RS, ripper subsoiling;


CP, conventional deep ploughing). Hydraulic conductivity values differ significantly when followed by different letters at P � 0.05 employing


the Duncan’s multiple range test.


Fig. 5. Effects of tillage systems on aggregate stability in the surface


layer (0–100 mm) (MT, minimum tillage; RS, ripper subsoiling; CP,


conventional deep ploughing). Values differ significantly (P � 0.05)


when followed by different letters employing the Duncan’s multiple


range test.

the elongated transmission pores in the conventionally


ploughed soils were significantly lower than in the


soils under minimum tillage and ripper subsoiling, as


was the case for total macroporosity. The micro-


morphological observations revealed a more devel-


oped surface crust in conventionally tilled soils that


may cause the decrease of soil porosity. In the 100–


200 mm layer in the minimally tilled soils, the


elongated transmission pores were significantly lower


than in soil under the other tillage systems, indicating


a more compact soil structure. In the 400–500 mm


layer of soil ploughed to a depth of 400 mm


(conventional ploughing), the elongated transmission


pores strongly decreased, thus indicating that the


structure became rather compact (massive) and a


ploughpan at the lower limit of cultivation was well


developed. These data also indicated that in this type


of soil the differences in total macroporosity can be


ascribed to the differences of elongated transmission


pores, while the regular and irregular pores did not


show significant changes following different types of


tillage.


The values of saturated hydraulic conductivity


along the cultivated profile are reported in Fig. 4 and


showed the same trend of the elongated transmission


pores (Fig. 3), as confirmed by significant (P � 0.05)


correlation coefficients of 0.98, 0.93 and 0.96 for


conventional ploughing, ripper subsoiling and mini-


mum tillage, respectively (Pagliai et al., 1998b). The


resulting soil structure of alternative tillage systems is

more open and more homogeneous, thus allowing


greater water movement, as confirmed by the higher


values of hydraulic conductivity measured in soils


under minimum tillage and ripper subsoiling (Pagliai


et al., 2000).


The continuous conventional tillage, moreover,


caused a decrease of soil organic matter content that


was associated to a decrease of aggregate stability


(Fig. 5), consequently leading to the formation of


surface crusts (Fig. 6).


Surface crusts are a dangerous aspect of soil


degradation; they are formed mainly by raindrop


impact, which causes the mechanical destruction of


soil aggregates, so reducing seedling emergence, soil–


atmosphere gas exchange, water infiltration and in-
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Fig. 6. Macrophotographs of vertically oriented thin sections prepared from undisturbed samples from the surface layer (0–100 mm) of soil


tilled by continuous deep ploughing (left) and the same soil after raindrop impact (right). Surface crust formation is very evident. Frame length


35 mm � 28 mm.

creasing surface runoff (Sumner and Stewart, 1992).


The particles dispersed by water form a compact layer


of horizontally oriented plate-like particles at the soil


surface during drying. This compact layer contains


few large pores that provide continuous, vertical


transmission pathways that conduct water. Surface


crusts are much more developed in intensively


cultivated soils with low organic matter content where


the surface aggregates are less stable under rainfall


(Bajracharya and Lal, 1999).


The reduction of porosity revealed in the 400–


500 mm layer of the soil tilled by mouldboard


ploughing (Figs. 1–3) must be regarded as another


hazardous aspect of soil degradation. This compaction


of the soil is caused by the shearing by tillage


implements, producing a compact layer (ploughpan)


formed at the lower limit of cultivation in continually


ploughed soils (Fig. 7). This layer is characterised by


the strong decrease of elongated transmission pores


and consequently hydraulic conductivity, as shown by


the relationship in Fig. 8 (Pagliai et al., 2000). The


significance of subsoil compaction is underestimated,


even though such a ploughpan is largely widespread in


the alluvial soils of plains cultivated by monoculture.


Subsoil compaction increases the frequent flooding of


such areas when heavy rains are concentrated in a


short time (rainstorm), because the presence of the


ploughpan strongly reduces drainage. Alternative


tillage practices, like ripper subsoiling, are able to

avoid the formation of this compact layer. Compaction


by implements receives far less attention than the


more obvious impacts of wheel traffic.


Recent studies (Marsili et al., 1998; Servadio et al.,


2001; Pagliai et al., 2003) have shown that the


decrease of soil porosity in the compacted areas,


following the passage of agricultural machineries, was


strongly correlated with an increase of soil penetration


resistance and a decrease in hydraulic conductivity.


The formation of a platy structure seems to be a


common feature in soil following compaction by


traffic.


Intensive continuous cultivation is not the only


cause of soil structure degradation; other management


practices like irrigation are also important, especially


in the longer term. Specific researches in the Po Valley


(north Italy) have shown that after 10 years of


impounding irrigation in clay, clay loam and sandy


loam soils, the structural conditions appeared greatly


changed: massive structure, modification of the pore


shape and pore size distribution increased migration of


clay particles from the ploughed horizon Ap to the B


horizon. This confirmed the results previously


obtained by Mathieu (1982) in tropical regions. These


experiments conducted in a peach orchard near Verona


(Italy) also showed that soil porosity of the surface


layer decreased during the irrigation season and that


the decrease was significantly greater when irrigation


was by impounding rather than under sprinkler-
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Fig. 7. Macrophotograph of a vertically oriented thin section prepared from the 400–500 mm layer of soil tilled by continuous deep ploughing.


The lower limit of cultivation (ploughpan) is visible. Frame length 35 mm � 28 mm.

irrigation, due to a reduction in elongated pores


(Fig. 9). The latter was associated with a lower water


content in the surface soil and reduced root density


(Pezzarossa et al., 1991). The larger amount of water


applied with this system caused progressive soil


compaction, resulting in decreased porosity and


structural degradation. This caused decreased water


infiltration and under these conditions, 30% of applied


water was lost by run-off. It is clearly intuitive that


runoff along the inter-row transported nutrients,

Fig. 8. Correlation between soil porosity, formed by elongated


pores, and saturated hydraulic conductivity in the ploughpan


(400–450 mm) (elongated pores less than 3%) and in the area just


above the ploughpan (350–400 mm) (elongated pores greater than


5%) of the soil under conventional tillage.

particularly nitrogen and potassium. For example,


the losses of potassium amounted to 25% of the


quantity applied as fertilizer (150 kg ha�1 per year of


K2O) (Pagliai, 1992).


Management practices can also affect biological


activity and can therefore affect both the formation


and preservation of biopores, important for water


movement and root development. Pagliai and De

Fig. 9. Effect of two irrigation systems on soil macroporosity


(>50 mm) of a peach orchard sandy loam expressed as a percentage


of total area of pores per thin section; mean of six replicates. Total


porosity values followed by the same letter are not significantly


different at the 0.05 level as determined by Duncan’s multiple range


test. (Modified by Pagliai, 1992).
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Table 2


Effect of different treatments on total and elongated macroporosity


Treatment Total


macroporosity (%)


Elongated


pores (%)


Control (C) 20.96 a 11.69 a


Manure (M) 21.76 a 13.34 a


Compost 10 Mg ha�1 (LC) 22.05 a 14.74 a


Compost 40 Mg ha�1 (HC) 22.33 a 14.84 a


Values differ significantly (P � 0.05) when followed by different


letters employing the Duncan’s multiple range test.

Nobili (1993) found a positive correlation between


soil enzyme activity and the presence of pores in the


range from 30 to 200 mm which were more numerous


in minimally tilled soils.


3.2. Application of manures


The application of organic materials to the soil has


also been shown to enhance both soil porosity and pore


size distribution. Results obtained in long-term field


experiments on different types of soils showed that


soil pore space (microporosity and macroporosity)


significantly increased after treatment with sewage


sludges, composts from urban refuse, livestock


effluents and the traditional farmyard manure com-


pared with treatment with chemical fertilization alone


(Pagliai and Vignozzi, 1998).

Fig. 10. Pore size distribution, expressed as equivalent pore diameter, for re


and in soil treated with the high rate of compost two months after seedb

These results were generally confirmed in a recent


experiment in the alluvial plain of the Taro river


(northern Italy). Two months after seedbed prepara-


tion, different treatments did not exhibit significant


differences in total macroporosity values (Table 2).

gular and irregular pores and width for elongated pores, in the control


ed preparation.
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Table 3


Macroporosity values observed at the end of the growing season and


variations respect to the previous sampling date


Treatment Total


macroporosity (%)


Porosity


variation


Control (C) 8.58 b �12.4


Manure (M) 18.16 a �3.6


Compost 10 Mg ha�1 (LC) 16.17 a �5.9


Compost 40 Mg ha�1 (HC) 16.70 a �5.6


Values differ significantly (P � 0.05) when followed by different


letter employing the Duncan’s multiple range test.

Even without a significant difference, the control


always showed lower values either for total or


elongated porosity when compared with amend-


ment-added treatments.


Pore shape and size distribution analysis revealed


that proportion of elongated pores in the 50–300 mm


range was significantly higher in the control plot,


while pores belonging to size classes >500 mm


(fissures) were much more represented in high and


low rate of compost and livestock manure treatments


(Fig. 10). It seems that organic matter provided by


manure and compost effectively reacted with soil


matrix, making aggregates produced by tillage more


stable. A higher percentage of pores in this size class is


particularly useful for water infiltration and drainage


in this fine-textured soil. Micromorphological obser-


vation showed crust formation in the control plot, thus


indicating that the addition of organic material plays


an important role in preventing soil crust formation


(Fig. 11).


There was an evident effect of amendments at the


second sampling date. Total macroporosity values are


reported in Table 3. The highest percentage of


macropores was observed in soils treated with


livestock manure, but were not significantly different

Fig. 11. Macrophotographs of vertically oriented thin sections prepared f


control (left) and high rate compost (right) treatments. Frame length 21 m

between high and low rates of compost. On the other


hand, the control treatment showed the lowest


porosity. The effect of various treatments on total


macroporosity dynamics is quite evident between the


two sampling dates. The maximum porosity decrease


occurred in the control plot and to a lesser extent, in


the compost-added soils irrespective to the addition


rate. Livestock manure had a better effect in im-


proving soil porosity, making the topsoil structure


more stable. Dramatic macroporosity decrease in the


control plot could be due to the lack of organic matter


addition and to its progressive mineralization, parti-


cularly intense under the Mediterranean climatic


conditions.

rom undisturbed samples from the surface layer (0–100 mm) of the


m � 28 mm (left) and 35 mm � 28 mm (right).
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Fig. 12. Pore size distribution, expressed as equivalent pore diameter, for regular and irregular pores and width for elongated pores, in the control


and in soil treated with the high rate of compost at the end of the growing season.

With regard to pore shape and size distribution,


there were a significantly higher percentage of total


elongated pores in amended treatments than in the


control (Fig. 12). Elongated pores belonging to size


classes 50–500 mm (transmission pores), important to


define soil structural quality, reached the highest value


in soil treated by livestock manure, but differences


between high and low rates of compost addition were


not significant. Moreover, in soil treated with the high


rate of compost a higher occurrence of pores larger


than 500 mm was observed.

4. Conclusions


The characterisation of the soil pore system gives


essential indications about soil quality and vulner-


ability in relation to degradation events mainly

connected with human activity. The quantification


of the shape, size, continuity, orientation and


irregularity of pores allows the prediction of the


changes that can be expected following soil structural


modifications induced by management practices, or


following soil degradation due to compaction,


formation of surface crusts, etc. It also allows the


modelling of water movement and solute transport.


The quantification of the damage caused by degrada-


tion processes also makes it possible to predict the risk


of soil erosion.


The results of this study confirmed that conven-


tional ploughing induced the more relevant modifica-


tion of soil physical properties resulting in damage to


soil structure. The negative aspects associated with


this management system are the formation of surface


crusts and ploughpan at the lower cultivation limit.


The formation of the ploughpan and the decrease of
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porosity, in particular the continuous elongated pores,


in the surface layers of conventionally tilled soil,


besides a reduction of water movement, may also


hamper root growth. Minimum tillage and ripper


subsoiling could be a good alternative to conventional


ploughing. The soil degradation following a decrease


of soil porosity can also be induced by wheel traffic


and other non-sustainable management practices, like


irrigation by impounding. The combination image


analysis–micromorphological observations on thin


sections prepared from undisturbed soil samples


allows the quantification of the above-mentioned


aspects of soil degradation and can also help to explain


differences in water movement and aggregate stability


between different management practices.


Soil amendment with compost and livestock


manure showed clear positive effects on soil structure.


Compost, when applied at the same rate of manure,


similarly improved soil pore system characteristics. At


the end of the growing season, the control treatment


exhibited the lowest total macroporosity values,


probably due to a more intense mineralization of soil


organic matter.


For a successful solution of problems related to


sustainable soil management, agricultural production


and environmental protection, knowledge of soil


hydraulic functions and parameters is required. Future


work should be focused on the promotion of research


on soil hydraulics, soil structure and soil micro-


morphology in order to reach a better understanding


on relationships between aggregation, n-modal por-


osity, configuration of pores and soil hydraulic


properties. A detailed quantification of the size,


continuity, connectivity, orientation and irregularity


of pores could allow more precise modelling of soil


water movement.
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Abstract


A model that accounts for contributions to the total surface area (SA) by different size fractions of the soil is con-


sidered from a theoretical point of view. Calculations, based on continuous particle sizes and forms, explain SA mainly
as a geometric SA. It is common for coarse soils to have a discrepancy between the measured SA, say inferred from
adsorption of gases, and the calculated geometric area of up to two orders of magnitude. This discrepancy is removed


by the present method. Size distribution is the main factor influencing the SA; taking particle forms into account
resulted in a 2–3 times increase of SA. The several orders of magnitude range of grain sizes leads to crucial variations in
the contributions that soil fractions make to weight, SA and number of grains. The fundamental lower limit of varia-
tion of soil properties, originating from the discrete nature of soils, is introduced. Despite the deterministic physical


origin of SA, high sensitivity to the finest fractions can be considered on the environmental scale as a cause of the
dual—stochastic and deterministic—nature of SA. Small variations of weight within experimental error and the fun-
damental limit may result in significant variations of SA, close to the same order of magnitude for coarse soils. An


empirical equation (Sverdrup, 1990) relates textural data to SA at landscape scale. It is applicable to a collection of
samples, while individual samples must be characterised on a probabilistic basis.
# 2002 Elsevier Science Ltd. All rights reserved.


1. Introduction


Most chemical processes in the environment take
place at the surfaces of soil and parent rock particles.
The surface area (SA) of different mineral particles


constituting soil is a fundamental property that influ-
ences soil quality. It is important in determining cation
exchange capacity, adsorption and release of nutrients


and pollutants, water retention, etc. The SAs of the
mineral components in a soil are key parameters when
determining rates of dissolution, the only long-term


source of base cations in soils apart from deposition;
and are widely used for quantifying soil vulnerability to
acid deposition, including critical load assessment and
mapping. Realistic values of the bulk soil SA and con-


tributions of different mineral fractions are of great
concern in geochemical applications, particularly in


acidification research. Consideration of natural soil
fractions having different origins allows determination
of their contributions to the SA. A natural fraction can


be thought of as a mineral species or group of closely
related species, or a set of particles, homogeneous in
some other respect, that arose due to a specific process


of soil formation, such as parent rock fragmentation or
wind deposition. Such fractions are characterised by
continuous size distributions (SD), not bounded by the


artificial limits of size classes introduced in the process
of measurement. SA measurements of the individual
mineral components, (Clow and Drever, 1996; White et
al., 1996), are very rare, if not exceptional, due to the


complex and time-consuming task of mineral particle
separation. The difficulties involved in such measurements
have stimulated a theoretical study of the problem.
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The ab initio calculations of the SA of a soil sample
divided into size classes are usually based on the rela-
tionship (Herdan, 1953; Sverdrup, 1990)


ASCA ¼
6M


��


X
k


�k
Dk


; ð1Þ


summation is performed over all size classes. Dk is the
effective diameter defined as a diameter of the sphere


with the same volume as the average particle for the k-th
size class, �k is the fraction of the sample’s mass M
within this class (or weight fraction), � is the density of


the soil solid phase. Here and below all properties
(Table 1) that enter any equation must be expressed in
the main units of the same system of physical units,
usually in SI. The multiplier 6/Dk is the ratio between


the SA of a sphere and its volume. The non-sphericity of
soil particles is taken into account by the factor �, which
usually has a value in the range 0.85–0.9 (Sverdrup,


1990). The area in Eq. (1) is traditionally called a geo-
metric SA since it is believed that this assessment reflects
a hypothetical smooth surface enveloping the actual soil


particles. This latter assumption, as will be shown, is not
valid, which is why it is termed a size class assessment
[index SCA in (1)].


Size class assessment is exact at the limit of infinitely
small size classes. It is also true for a limited number of
size classes if the particles within each class are identical;
however it is insufficient for understanding the SA of


real soils. When particles are not identical and a con-
sistent procedure for determination of the effective
parameters � and Dk is not applied, this equation


underestimates the SA of relatively unweathered coarse
textured soils by one-two orders of magnitude
(Sverdrup, 1990). For more highly weathered soils and
marine sediments disagreement can reach 3 orders of


magnitude (Mayer and Rossi, 1982; White et al., 1996;
Brantley et al., 1999). Therefore an empirical correlation
equation relating weights of size classes and soil SA was


suggested (Sverdrup, 1990). The relationship was
recommended for use with coarse textured soils to esti-
mate the SA when SA data for a particular soil type was


lacking. It is usually used when applying the PROFILE
model to northern soils (e.g. Hodson et al., 1996; Langan
et al., 1996). A difference between the actual SA and the


size class assessment is often attributed to surface
roughness (Anbeek, 1992). Such a large effect of surface
roughness seems strange and contradictory to morpho-
logical observations of mineral particle surfaces. The


problem is that the corrosion pits seen on photo-
micrographs (Wilson, 1986; April and Newton, 1992) do
not seem to be deep and are typically separated by dis-


tances larger than their width. Considering, for simplicity,
a cubic particle with identical small cubic pits in a
checkerboard pattern on its faces, it is found that the


actual SA is twice as large as the SA of an equivalent
particle without pits. This simple geometric example
illustrates that the effect of surface roughness should not


be notably larger than the SA of an equivalent smooth
particle, unless some complicated surface structures, not
confirmed by direct observations, are assumed, such as,
of fractal type or hollow fibres. Blum (1994) has con-


cluded, on the basis of atomic force microscopy, that
surface topography can account for a twofold increase
in surface area.


Table 1


Abbreviations, main symbols and units


SA surface area


SFF surface form factor


PSD and SD (particle) size distribution


A (m2) surface area


M (kg) mass


D (m) particle size (diameter) or vector of particle parameters


Dcol and Dgr colloid and gravel borders of the SD


DWeff
and D


p3h i
mean effective weight and weight average diameters


N number of particles in a sample


� (kg m�3) density of soil solid phase


� non-sphericity of soil particles


� surface form-factor


� fraction of mass (weight) within size class


fnk contribution of the k-th fraction to the n-th physical property of a sample


pn(D) and Fn(D) probability density and cumulative probability functions for the n-th property


n=0—number of particles


n=1—integral thickness of particles


n=2—surface area


n=3—mass or weight


� (�) and D0 (m) relative width and size parameter of the SDs
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At the same time it is known that the rigorous treat-
ment of continuous particle size distribution (PSD)
results in an agreement between measured and calcu-
lated SAs within a factor of 4 (Wu et al., 1993). This


paper discusses the relationships between PSD and the
SA of soils using the methods of statistical physics.
Contributions of individual size fractions to the SA of


soils naturally arise within the approach introduced here
and can be assessed. It will be shown that the large dis-
crepancy between measured and calculated SAs is con-


nected with the use of size class assessment for a few size
classes, i.e. outside its range of applicability. Based on
available experimental data for coarse textured soils, the


actual soil SA area can be interpreted mainly as a geo-
metric SA. The recent discussion in Applied Geochem-
istry (Hodson, 2002; Koptsik et al., 2002) stresses the
topical nature of the considered problem.


A theoretical model designed to fill a gap between the
present understanding of SA and the data available is
introduced. The aim of the paper is to call attention to


these poorly studied questions and to give experiment-
alists a set of tools with which integral soil properties can
be studied.


2. Geometric surface area: theoretical treatment


Soils are highly dispersed systems and contain a huge
number of particles. The number of particles in a soil
sample can be roughly assessed as the mass of the sample


divided by the mass of an effective particle. Assuming a
sandy soil composed of �1 mm spherical particles
(Shirazi and Boersma, 1984) of density 2.65 g/cm3 (Buol


et al., 1973), a 40 g sample, typical for granulometric
measurements (Vadunina and Korchagina, 1973),
would contain �3�105 particles. Substitution of the


effective diameter that should be assessed for real soil by
1 mm results in a radical underestimate of the number
of particles. The authors assessed the total number of
particles for a group of young, relatively unweathered


soils, developed on sandy and sandy-loam moraines
after the last glaciation; such soils are widespread in
northern Europe and North America (Buol et al., 1973).


The number in a 40 g sample from the Kola Peninsula
(Koptsik et al., 1999) was typically �2�1011 (see Section
3). For soils with a considerable clay content, the number


of particles in a sample of the same weight may reach
1020 (Wu et al., 1993). From a physical point of view
soil particles are different macroscopic objects; as a


matter of principle, they can be enumerated and studied
separately. However, the large number of soil particles
makes such an approach practically senseless. Soil
properties should be explained without explicit reference


to the detailed behaviour of individual particles.
Let us consider soil particles to be indistinguishable,


simply because to explain bulk soil properties it is not


necessary to distinguish individual particles. The huge
number of particles means that soil should be treated as a
large collection of particles subject to the laws of statistical
physics, where a discrete PSD can be substituted by a


continuous PSD. Applicability of this substitution is dis-
cussed in books on statistical physics (e.g. Reif, 1967).


2.1. General relationships


A soil SA will be considered based on the distribution


of particles according to their sizes as the simplest dis-
tribution. As different SDs are closely connected, in
principle it is also possible to start with the distribution


of particles by their SAs, volumes, masses, etc.; the
approach chosen intuitively seems simpler in the same
sense as a point in geometry is simpler than a surface or
a volume.


The term PSD is used in two ways—in the sense of
physics and mathematics and in the context of soil
science and geology. In soil science the finite set of rela-


tive weights, or weight contributions of classes, defined
by the interval of size of soil particles, is called the PSD.
Below these are termed size classes to distinguish them


from the continuous overlapping fractions of distinct
physical origin. The number of classes varies for different
classifications and experiments; 4–10 classes are typical.


In physics or mathematics the term PSD means the SD
of randomly selected soil particles and is often used in a
narrower sense as a synonym of the distribution’s
probability density function, or frequency of occurrence.


Though closely connected, the two meanings differ
qualitatively; it is not possible to go from the soil defi-
nition to the physical one by an infinite increase of the


number of size classes, as in the soil definition two dif-
ferent properties are considered—sizes and weights.
Since the usage of the term PSD in the two contexts is


quite different, such a usage will not cause difficulties.
The physical definition is the starting point. Let p0(D)


be the probability density function, p0(D).
D is the
probability that a particle size lies within a small interval



D near D; the integral


�0 ¼


ð
D1<D<D2ð Þ


p0 Dð ÞdD ð2Þ


expresses the fraction of the number of particles within


each class, D1 and D2 being the lower and upper size
boundaries. The ensemble average, which is the average
over a large collection of indistinguishable particles,


with an arbitrary deterministic function 
(D) equals
(e.g. Reif, 1967; Bickel and Doksum, 1976)



mean ¼


ð
ðDÞ



 Dð Þp0 Dð ÞdD; ð3Þ


where the integral is taken over the entire region over
whichD can vary. This fundamental equation of statistical
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physics can be used for the calculation of various soil
properties. For example, consider a hypothetical single-
mineral soil fraction of spherical particles with mass
M(D)=��D3/6, where � is the mineral density and D is


the diameter (taken as particle size). When M(D) is put
in (3) instead of 
(D), we get the average mass of par-
ticles for this soil fraction, p0(D) being the PSD of the


fraction. Assume that the dependence of SA (A) of a
particle on its size (D) for the whole soil is known.
Inserting this dependence A(D) (instead of 
(D)) in (3)


the average SA of particles is obtained, p0(D) char-
acterising the bulk soil.
If the particles are divided into size classes, then the


piecewise function, that equals p0(D)/�0 when D is inside
size class borders, D1<D<D2, and otherwise equals
zero, is the probability density function for this size
class. Inserting this function in (3), the average value



D1D2
mean of 
(D) can be calculated for the size class. Let


M(D) be a function of additive physical character, say
the mass of a particle, and N be the number of particles


in the soil sample. Substituting the exact numbers of
particles for the whole sample and for the size class by
their average values, it follows directly from Eqs. (2)


and (3) that the weight fraction, or weight content, of
the class equals


�W ¼
�0Nð ÞMD1D2


mean


NMmean
¼


ð
D1<D<D2ð Þ


M Dð Þp0 Dð Þ


Mmean
dD: ð4Þ


Thus, M(D)p0(D)/Mmean is the probability density func-


tion for weights of particles classified by their size. It is
the continuous equivalent of the discrete relative weights
of size classes traditionally called PSD in geology and


soil science.
The number of particles in the soil sample can be


estimated as


N ¼
M


Mmean
; ð5Þ


M being the mass of the sample, and Mmean the average
mass (3) of a particle. The reason for applying (5), giving
the average N, is that there are always a huge number of


particles in the sample. Its relative inaccuracy, � 1=
ffiffiffiffi
N


p
,


is small for large N (e.g. Reif, 1967). Knowing the
number of particles in the sample (5), the SA of the soil


contained in the sample can be calculated


Atotal ¼ N Amean ð6Þ


or any other additive property provided its average
value is known. The average SA of a particle, Amean, can
be calculated with Eq. (3), in a fashion similar to Mmean.
Calculation of the SA thus boils down to computation


of SA and mass averages. Below assumptions within
which integrals for Mmean and Amean can be taken and
thus SA explicitly calculated will be considered.


Considerable attention has been paid to the determina-
tion of continuous PSDs in sediments, soils etc. (Herdan,
1953; Griffiths, 1967; Allen, 1968; and references therein).
However, two factors complicate the direct use of


extensive experimental attempts to fit observed PSDs
with continuous functions.
Firstly, though the qualitative difference between


number and weight SDs is conceptually well under-
stood, in the great majority of experimental investiga-
tions, fractions of numbers of particles are substituted


by fractions of weight (Griffiths, 1967). In other words,
Eq. (2) is used to fit observed PSDs, whereas Eq. (4)
should be used if we want to get a PSD that not only


approximates the data observed, but also allows calcu-
lation of other soil properties. Detailed studies of PSDs
from 10 mm down to 40 nm, such as those by Wu et al.
(1993) and Borkovec et al. (1993), are rare exceptions.


Secondly, observed PSDs are mostly fit by simple
single distributions whereas soil is a mixture of different
fractions. The variety of functions used and the extremely


wide range of parameters (see below) only confirms that
this approach, neglecting differences in fractions, can
hardly describe soils as a whole. Meanwhile, the con-


tinuous experimental monitoring of the small-size end
(D<


�
100 mm) of PSD with a sedigraph shows that PSDs


of more than 1000 soil and parent rock samples from


different natural zones exhibit a pronounced minimum
at D
5 mm (Berezin and Voronin, 1981, 1983). The
quasi-continuous sizing of particles with the light scat-
tering technique demonstrates for young soils at least 3


well resolved peaks of weight SD in the 5–1000 mm
region (see Fig. 9, White et al., 1996). Thus, the mea-
sured PSDs should be separated in fractions according


to their physical origin. Attempts to separate observed
PSDs into elementary PSDs that might be physically
interpreted, such as those by Shirazi et al. (1988), Shio-


zawa and Campbell (1991) and Buchan et al. (1993), are
rare. The authors do not know of works where both of
the above-mentioned points are considered.


2.2. Superposition model


When soil can be presented as the superposition of


elementary PSDs, the probability density function equals


p0 Dð Þ ¼
X
k


f0kp0k Dð Þ;
X
k


f0k ¼ 1


 !
; ð7Þ


where f0k is the number fraction (the relative number of


particles in the k-th fraction). Inserting (7) in (3) for SA
and the mass of a particle, the averages, needed for cal-
culation of SA are obtained,


Amean ¼
X
k


f0kAmeank ; Mmean ¼
X
k


f0kMmeank ð8Þ
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Here Ameank and Mmeank are the SA and mass averages
for the k-th elementary fraction [calculated with their
probability density function p0k Dð Þ, also using Eq. (3)].
Elementary PSDs p0k Dð Þ characterise individual


mineral species, that were formed during geological
processes and further weathered during soil formation
relatively independently of each other; extremely coarse


textured soil fractions are, most likely, parent rock
fractions. If some of the ancient, pre-glacial, fractions
are in the soil, the same mineral fractions of different


age can be represented by different PSDs. Thus, theore-
tically the number of elementary PSDs can be expected
to be larger than the number of minerals constituting


the soil. However, considering a comparison of the
model with the observed data, a large number of frac-
tions mean that most of the model parameters will be
statistically insignificant, or excess parameters. Technically


the decomposition problem is similar to those in spectro-
scopy. It can not be expected that even a considerable
part of the elementary PSDs can be experimentally


resolved from the observed SD, represented either by a
finite number of size classes, or by quasi-continuous
monitoring of probability density, since the observed


PSDs are smooth (e.g. Born and Wolf, 1964; Zeeman,
1977). There are two reasons to introduce the super-
position model.


The first point is purely conceptual. Soils are char-
acterised by very different spatial scales (Glazovskaya
and Dmitriev, 1970; Hoosbeek et al., 2000), as are eco-
systems in general (Levin, 1992). The authors shall not


focus on small-scale spatial variations. Then from general
considerations one can naturally expect that parameters
of the true mineral and parent rock PSDs should be


sample-independent—they should depend only on the
geological and soil history of the sample location. In
particular, such situations should be anticipated for soils


formed on post-glacial and aeolian deposits. It is intended
to average small-scale patterns controlled, say, by the
random turbulent variation in melt streams and air-
flows. Thus, in many situations, parameters of SDs


should be determined not for the individual samples,
but for similar soils of the same effective age. Sample-
dependent contributions of the fractions k0k can be


determined independently from the mineralogical ana-
lysis. An approach along these lines might remove the
problem of excess parameters.


Secondly, it can be expected that all or most of a few
elementary PSDs, resolved from fitting (7) to the mea-
sured data, will represent several mineral components


with similar PSDs. Parameters of elementary SDs are
expected to be better defined (varying in a narrower range)
than for single fraction models, and thus might be con-
sidered as a rough estimate of the ‘‘true’’ parameters.


This approach will be implemented in the next section.
Remembering that
 Dð Þp0 Dð Þ=
mean is the probability


density function for values of the arbitrary additive


function 
(D) classified by particle size D, Eq. (7) can
be generalised for probability density functions of SA
also and weight classified by size of a particle


pn Dð Þ ¼
X
k


fnkpnk Dð Þ;
X
k


fnk ¼ 1


 !
: ð9Þ


Index n=0 corresponds to number, 2 to SA and 3 to
weight SDs; the logic of notation is the exponent in


which each of these properties depends on size. Similar
equations relate the corresponding cumulative prob-
ability functions Fn Dð Þ ¼


ÐD
0 pn D~


� �
dD~ and Fnk Dð Þ ¼ÐD


0 pnk D~
� �


dD~ (e.g. Bickel and Doksum, 1976; Snedecor
and Cohran, 1989), just substituting pn by Fn and pnk by
Fnk in (9). Cumulative functions are convenient when
fitting observed size classes (Gardner, 1956; Shiozawa


and Campbell, 1991). However, the SA and weight
fractions fnk are not independent. It can be shown that
they are one-to-one related with the number fractions f0k


f2k ¼
f0kAmeankP
i


f0iAmeani


; f3k ¼
f0kMmeankP
i


f0iMmeani


; ð10aÞ


and inversely


f0k ¼
f2k Ameank



 ��1


P
i


f2i Ameani



 ��1
; f0k ¼


f3k Mmeank



 ��1


P
i


f3i Mmeani



 ��1
: ð10bÞ


Combining relationships (5,6,8, and 10b) we get the
SA of the soil sample


Atotal ¼ M
X
k


f3k
Ameank


Mmeank


: ð11Þ


Here M is the sample mass, Ameank and Mmeank are the
average SA and mass of a particle for the k-th fraction,
f3k is the fraction’s relative weight. Provided that SI


units are used in the calculations, the specific SA, Atotal/
M, is in m2/kg. This equation for SA plays a central role
when soil is represented as a superposition of fractions,


analogous to Eq. (1) when soil is viewed as a super-
position of size classes with identical particles. One can
get the effective diameter for the k-th class by equating


the k-th terms in ASCA (1) and Atotal (11), Dk=(6
Mmeank )/(��Ameank ). The effective diameter is given only
to compare the two expressions; its practical application


is limited since the averages Ameank and Mmeank for the
size classes should anyhow be calculated first.
Results obtained up to now are rather general.


Though D was termed particle size for simplicity, its size


meaning is not used explicitly except in the range of
integration in (2)–(4). All the above are valid if D is a
multidimensional vector of parameters characterising


S. Koptsik et al. / Applied Geochemistry 18 (2003) 629–651 633







each particle (parameters of particle form, surface
roughness, internal cavities, etc.), and integration while
calculating averages is performed in this multi-
dimensional space. When doing so, the only assumption


made is that the soil sample is large enough to contain a
huge number of particles. Within this assumption, the
above equations are valid and expression (11) gives the


exact value of the geometric SA of the soil. However, in
order to provide expressions that are useful in practice,
simplifications, or model assumptions, must be made.


2.3. Separation of the particle form


Soil particles have highly varying and complex forms;
their linear sizes are not uniquely defined, however, this
ambiguity is not very significant for the present case. Let
D be an effective diameter of a particle, i.e. the diameter


of a sphere of the same mineral with mass equal to the
mass of the particle. Then the SA and mass of a particle
equal


A Dð Þ ¼ ��D 2; M Dð Þ ¼ �
�D 3


6
; ð12Þ


where � is an effective surface form factor (SFF; for a
spherical particle � ¼ 1) and � is the particle density.


Since the surfaces of real particles are pitted and etched
(see scanning electron images of weathered particles;
Wilson, 1986; April and Newton, 1992), the value � for
real particles can be higher than the corresponding


values of smooth geometric forms enveloping the parti-
cles. SFF � reflects both particle form and surface
roughness SDs.


Assuming that for each of the elementary PSDs SFF
and effective diameter are independent random vari-
ables, or equivalently that the probability density func-


tions can be presented as the products of two functions
pk �;Dð Þ ¼ p�k �ð Þ�pDk


Dð Þ depending only on � and D,
largely simplifies the problem. Then when calculating
average SAs (3), variables � and D are separated and


averaging by form can be made before averaging by
size. This results in the enlargement of the SAs by �meank
times, compared with the SAs of spherical particles with


the same PSDs. The authors do not know any experi-
mental evidence directly confirming or contradicting
this assumption; application of the model as a whole


confirms it indirectly. An argument in favour of the
assumption is that it is less rigid than the assumption
commonly made about constancy of particle forms.


There is no data for explicit calculation of average SFFs
�meank ; they will be assessed by comparing calculated
and observed SAs. Assumption about separation of
form and size variables allows introduction of the


empirical SFFs and makes relationships (2)–(11)
applicable to soil particles characterised by only one
parameter—the effective diameter, thus permitting the


explicit taking into account of PSD in calculation of the
SA. Eq. (12) can be understood as relating SA and dia-
meter for particles of elementary SDs, � ¼ �meank being
averages in particle form.


2.4. Elementary distributions


Practically speaking, choice of elementary SDs is not
crucial. A well-approximated total PSD will result in
correctly determined soil properties, regardless of which


set of functions is used to represent PSD. However,
knowledge of elementary PSDs is necessary for under-
standing the origin of soil properties.


The proper choice of elementary PSDs is a key con-
ceptual problem for what is termed the superposition
model. There is no agreed, (i.e. included in textbooks)
law of PSD. When such a law is not known and the


studied parameter varies in a very wide range, a log-
normal distribution is usually employed (Schnoor,
1996). The Gamma and Weibull distributions (Korn


and Korn, 1961; Dapples, 1975), which are in some
respects similar to lognormal, seem to be other simple
reasonable candidates for elementary SDs. The authors


intentionally did not use fractal, or power distributions
(Rieu and Sposito, 1991; Wu et al., 1993), in the super-
position model, as these PSDs assume self-similarity of


particles, obviously not observed for particle forms.
Besides, the background fragmentation mechanism,
when in each act of fragmentation some fixed fraction of
newly formed particles is laid aside from further fragmen-


tation (Matsushita, 1985), seems to be unrealistic, since
weathering influences each soil particle. The simplicity is
probably the main reason why a lognormal distribution


was used to describe observed PSDs in many other
publications (e.g. Gardner, 1956; Griffiths, 1967; Shirazi
and Boersma, 1984). However, the role of a lognormal


distribution for soils seems to be much larger. Dapples
(1975) and Buchan (1989) noted that general physical
arguments suggest the development of a lognormal PSD in
weathered and deposited materials under certain natural


processes. The authors chose the lognormal distribu-
tion, as physically conditioned and, probably, the most
extensively studied, for assessments. The lognormal dis-


tribution results in an asymptotic limit to the geological
processes involved in the formation of particles. Below
the main assumptions, first discussed by Kolmogoroff


(1941) for fragmentation mechanisms are repeated. The
process of physical weathering is considered as a stochas-
tic process; in each step the particle might be broken into


several fragments. Probabilities of breakage and the
corresponding conditional distributions for ratios of
sizes of newly formed particles to the size of the parent
particle are size independent for each channel of break-


age. Then, disregarding the initial law of distribution,
the final law of distribution after a sufficiently large
number of steps will be lognormal with any desirable
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accuracy. Physically speaking, as mechanical strength
characteristics differ for different materials, the condi-
tions of the Kolmogoroff theorem can be applicable
only to particular elementary fractions—parent rock(s)


and minerals. The simplicity and mathematical elegance
of the assumption about size independence of fragmen-
tation probabilities is a forcible argument in favour of


lognormal distribution.
Another physical limiting condition concerns extre-


mely small particles. Mathematically, the Kolmogoroff


process of disruption of soil particles is indefinite; how-
ever, it is limited by other physical and chemical processes.
When soil particles become small enough, close to the


colloid border Dcol, they either become mobile and are
washed away from soil with the water flow, or they are
effectively removed from the infinite disruption process
by aggregation, coagulation, etc. Let us assume for


simplicity that the removal of particles from a con-
sidered set of primary minerals is very sharp, takes place
at the colloid border Dcol, and may be described by the


step function (1 when D>Dcol, 0 otherwise). This
assumption is confirmed by an observed (Wu et al.,
1993) plateau of cumulative PSD at D<


�
0.1–0.2 mm and


by aggregation of particles with D<0.1 mm, observed
within 0.5 h of sonification.
Let us assume that the soil has already reached textural


maturity in the context of physical weathering considered
here. Then, accounting also for the gravel border of par-
ticle sizes, Dgr, for the k-th elementary fraction the
probability density functions for the number (index


n=0) of particles, SA (n=2) and weight (n=3) of par-
ticles classified by their sizes, equal


pnk �k;D0k ;D

 �


¼ �nkD
n�1exp �


ln D=D0k



 �2� �
2�2


k


0
@


1
A;


when Dcol < D4Dgr;


pnk �k;D0k ;D

 �


¼ 0; when D4Dcol or D > Dgr: ð13Þ


For brevity these 3 functions are called (13, and their


sums relating to soil as a whole) number, SA and weight
SDs. Exact expressions for normalising the constant �nk


and the most probable, average and root-mean-square


deviation (width Dstd) diameters are presented in the
Appendix. Parameter D0k has the dimension of size and
controls size-dependent properties of PSD, the dimen-


sionless parameter �k characterises its relative width.
Diameters when SDs reach maximums depend linearly
on D0k . Widths of PSDs depend on D0k approximately
linearly; deviation is significant at the ends of PSDs.


Relative width Dstd/Dmode depends weakly on D0k and
approximately equals exp 3


2 �
2



 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
exp �2ð Þ � 1


p
for all SDs.


As modification of SDs at the colloid and gravel borders


is in a sense only a correction of the tails of SDs, the
number SD (n=0) is called ‘‘truncated lognormal’’.
Probability densities (13) can be also applied to size
classes equating Dcol and Dgr with size class borders.


Given the number SDs (13, n=0) and, thus, knowing
the average SAs (A3) and masses (A4) of particles, the
SA (11) of soil can be written as


Atotal ¼ 6M
X
k


�meank
�k


f3k


D
p3h i
meank


exp �2
k



 �C2kC4k


C2
3k


 !
: ð14Þ


Here �meank are average SFFs, D
p3h i
meank are weight


average diameters (the upper index reminds us that
particle diameter is averaged with the weight SD (13,
$n$=3)). The correction factors Cnk , connected with


truncation of lognormal distribution at the low and high
size boundaries, are given in the Appendix (A2). The
terms in (14) are grouped to show common features and


distinctions from the size class assessment (1).


2.5. Example of calculation


Now the authors repeat in brief the major conceptual
steps and consider a numerical example. Fitting the sum


of weight SDs (9, n=3, or the corresponding cumulative
functions) with the observed weights of size classes,
parameters of elementary PSDs and their weight con-
tent are determined. Then it is possible to either directly


calculate total SA by (14) or determine within a general
system the average SA and masses of particles for the
elementary number SDs (9, n=0), and finally deter-


mine the soil SA by (11). The average SA and mass,
cumulative probability functions and other relation-
ships useful for comparison of truncated lognormal


distribution(s) with experimental data are summarised
in the appendix. Calculation within the general system,
being only slightly longer, helps to better understand
soil properties.


If one is interested only in the SAs (11) and (14), it is
convenient to take units widely used in soil SA research.
Taking sample mass M in g, and size (parameter D0) in


mm, then the scaling factors are exactly matched and
Eqs. (11) and (14) give specific soil SA Atotal/M in m2/g.
Here the standard system is considered, using SI units.


Let us calculate the SA of a hypothetical soil consisting
of spherical particles (� ¼ 1) characterised by SDs (13) with
parameters D0=2.8�10�16 mm=2.8�10�22 m, �=3.8,


Dcol=0.2 mm=2�10�7 m, Dgr=5 mm=5�10�3; the den-
sity of soil particles �=2.65 g/cm3=2.65�103 kg/m3. These
are the parameters of a single-fraction PSD that fits one
of the measured PSDs analysed in the next section. This


is an effective, uniquely wide PSD; such PSDs, as will be
discussed below, do not make sense as elementary
PSDs. However, this extreme case clarifies a role of the
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truncation correction and demonstrates several features
of the PSD on one example.
The classical (unlimited particle sizes) lognormal dis-


tribution will be considered first, then the correction factors


Cn=1 (n=0,1,. . .). Expressions for the average SA


(Appendix, A3) and mass (A4) of particles give AðclÞ
mean ¼


��D 2
0 exp 2�2



 �
¼ 1��� 2:8� 10�22 m½ 




 �2. exp 2� 3:82

 �


¼ 8:6� 10�31m2 and MðclÞ
mean ¼ � �=6ð ÞD 3


0 exp
9
2 �


2

 �


¼


2:65�ð 103 kg=m3
� �


Þ� �=6ð Þ� 2:8� 10�22 m½ 


 �3


�exp 9
2 3:8


2

 �


¼ 5:1� 10�34 kg(dimensions are in square brackets). A


one gram sample (M=10�3 kg) contains N clð Þ ¼


M=M clð Þ
mean=(10�3 [kg])/(5.1�10�34 [kg])=2.0�1030 parti-


cles, its SA A
ðclÞ
total ¼ N ðclÞ �A clð Þ


mean ¼ 2:0� 1030

 �


� 8:6�ð


10�31½m2
Þ ¼ 1:7 m2. The specific SA of this hypothetical
medium is 1.7 m2/g; by itself this value might seem rea-
sonable at first glance. The fractions (A7(cl)) of the
number and SA of colloid particles equal
F


clð Þ


0 Dcol; �;D0ð Þ ¼ 1:0 (99.9. . .%, 18 (!) successive 9),
F ðclÞ
2 ¼ 0:92, showing that the number and SA of parti-


cles are dominated by colloid particles, while their
weight content F


ðclÞ
3 ¼ 0:0082 is negligible. Inclusion of


particles with D<Dcol in the PSD results in a non-
physically small average particle (its mass is by 3 orders
of magnitude smaller than the rest mass of an electron)
and an astronomically high number of particles. Thus,
this PSD can not be used to assess soil properties.


Now the truncated SD (13) will be considered. Values of
the correction functions (A2) C0=1.1�10�19, C2=0.081,
C3=0.60 (error functions can be calculated using tables
(e.g. Abramowitz and Stegun, 1964) or, more conveniently,


in mathematical packages, such as Mathematica, Maple or
Matlab). For the truncated SD the average particle SA (A3)
and mass (A4) equal Amean=Amean


(cl) .C2/C0=(8.6�10�31


[m2]).0.081/(1.1�10�19)=6.2�10�13 m2 and Mmean=
Mmean


(cl) .C3/C0=(5.1�10�34[kg]).0.60/(1.1�10�19)=2.7�
10�15 kg. The truncation has returned physical sense to


these properties. The number of particles and SA of one
gram of soil N=M/Mmean=(10�3[kg])/(2.7�10�15


[kg])=3.7� 1011 and Atotal=N.Amean=(3.7�1011).


(6.2�10�13 [m2])=0.23 m2. So, specific soil SA is 0.23


m2/g, an order of magnitude smaller than for the parent
non-truncated SD.
The separation of particle size and form variables and


the choice of probability density functions for mineral
particle fractions are the main theoretical assumptions
for introduction of the superposition model of the soil


SA. Simplifications made in the next section serve
mainly for illustrative purposes. To understand if the
model is applicable to soils, conceptually the most con-


troversial (from the point of view of statistical physics)
case of a low specific number of soil particles—coarse
textured soils will be considered. It will be shown that
even without fitting of empirical SFFs the model


removes the 1–2 orders of magnitude divergence
between the measured and calculated SA of coarse tex-
tured soils.


3. Application of the model: results and discussion


3.1. Parameters of distributions


In order to determine the reasonable physical range of
parameters of elementary PSDs the weight SD of the
previous section was applied to fit the discrete PSDs


(Koptsik and Teveldal, 1995) for soils characteristic of
the Kola Peninsula (northernmost Europe). Cumulative
relative weights, or relative weights of particles with


sizes D<Dsize border, of 8 successive size classes (ending
with the gravel fraction, Dsize border={2, 63, 125, 250
mm, 0.5, 1, 2, and 5 mm}) were first fitted independently


for each sample by single elementary weight cumulative
functions (A9, n=3) or by a sum of two of them. To
minimise the number of free parameters, the relative
widths � of the two elementary PSDs were set to be


equal. To fit observed weight fractions, nonlinear least
squares optimisation of the parameters of the PSDs was
performed using the simplex search method (Nelder and


Mead, 1964). In all cases the colloid border was fixed at
Dcol=0.2 mm (Gedroits, 1975). Twenty-three observed
PSDs were fitted. As densities of soil minerals vary in a


relatively narrow range 2.5–3.2 g/cm3 (Hurlbut and
Klein, 1977), it was assumed for simplicity that all soil
minerals have equal density, 2.65 g/cm3 (Soil Survey


Manual, 1993). The hidden inner cavities of particles
were neglected.
Half of the observed PSDs were fitted by a single


truncated lognormal distribution (r250.9, where r is the


correlation coefficient between observed and calculated
weight fractions). The width parameter � of SD changes
in the range 0.4–4. This range for � might at first glance


seem to be moderate; however, as � influences SDs (13)
through the common exponential multiplier
exp �ln D=D0ð Þ


2

 �


= 2�2

 �
 �


, it greatly influences the SDs.


If colloid correction had not been taken into account,
the total SA of the widest PSD would have been over-
estimated by more than one order of magnitude (see
previous section).


About half of the observed PSDs could be decom-
posed into two single truncated lognormal distributions
(r250.9), while the other PSDs were more complex.


However, the range for the parameters was notably
narrower: the width � lay in the range 0.4–1.1, both
parameters D0 lay within the limit borders of size classes


and varied by only one order of magnitude. Compared
with the previous cases, these two PSDs might be viewed
as physically determined. Buchan et al., 1993 have con-


cluded that the sum of two lognormal distributions seems
to be an optimum model for the PSD in several studied
models. The nearness of the lognormal distribution to the
SD (13, n=3; see below) forms, in the authors’ opinion,


the physical background of this observation.
Though all soils studied were characterised by low,


but non-zero clay contents, both single and two-fraction


636 S. Koptsik et al. / Applied Geochemistry 18 (2003) 629–651







models predicted a practically zero content of the clay
class, the most significant class when explaining SA.
Due to the crude size classification used, the small-sized
elementary fraction(s) could not be determined when


treating each sample individually, as parameters of the
finest fraction were controlled by small errors. To solve
this problem, an integrated approach was applied. The


soils studied were developed on tills and glaciofluvial
deposits after the last glaciation (late Pleistocene) about
10 ka. The PSD is mainly controlled by fragmentation


processes accompanying the movement and melting of
the glacier; initial conditions at the site of final deposi-
tion exert more control on the PSD of coarse textured


soils than breakage resulting from their subsequent
evolution (Middleton, 1970; Dapples, 1975). In accor-
dance with this observation the elementary PSDs were
considered to be characteristic for the entire region, and


the only sample-specific parameters were the relative
weights of the fractions.
All samples were fitted as one data set. The introduc-


tion of 4 or 5 elementary fractions allowed a reasonable
description of the data: the parameters of these two
representations were close and, thus, might be viewed as


physically determined. The main advantage was a rea-
sonable description of all the samples and a better fit of
the small-size end of the PSD compared with a single- or


two-fraction individual approach. The squared corre-
lation coefficient rall


2 =0.9 for all the data, and for indi-
vidual samples rsample


2 >0.7. The parameters of the PSDs
of the 4-fraction representation and the relative weight


contributions of fractions to size classes are presented in
Table 2 for the International and USDA systems.
Instead of D0, more easily perceived characteristics are


given: the effective weight diameter (DWeff
, A5), or dia-


meter of a sphere of the same material with mass equal
to the average mass of a particle, and the weight average


diameter (D
p3h i
mean, A6). The calculated clay content,


remained lower than the observed and fit badly
(rclay
2 =0.1). As can be seen, the clay class was controlled


by the tail of the silt-sized elementary PSD. As result,


the 4-fraction representation underestimated the role of
small particles in the PSD. Addition of the fifth PSD to
the fit, while only slightly increasing the overall agree-


ment, led to a good approximation of the clay content
(rclay
2 =0.9). The parameters of 3 coarse elementary


fractions remained practically unchanged, the silt-sized


elementary PSD shifted to larger sizes (D0 was increased
1.5 times). Though the clay-sized elementary fraction
can be interpreted as the large-side tail of the weight SD,


the small DWeff
=0.03 mm implies that this fraction can


not be viewed as physically determined. The small clay
content and the crude size class borders prevented reliable
determination of this fraction. Introduction of the fifth


PSD caused overfit of the clay content, and the 5-fraction
model overestimated the role of small particles. Since the
content of fine particles is represented in opposite ways by


the 4- and 5-fraction models, the models will be used for
lower and upper estimates of SA.
The parameters of PSDs, determined and derived


from the literature, are presented in Fig. 1. The para-
meters were derived as described in the Appendix,
neglecting the truncation correction as it plays a rela-


tively minor role in the weight SD (the lognormal dis-
tribution, used to fit measured weights of size classes,
can be excellently approximated with (13, n=3)). The
lognormal transformation of the y-axis is in line with


the dependence of characteristic diameters of elemen-
tary PSDs on s2 (see the Appendix). The parameters
determined are in accordance with the literature: the


addition of derived parameters only extends the para-
meter domain. The parameters of the single-fraction
model showed a trend (Fig. 1a; the solid line is the fitted


Table 2


Parameters of 4 elementary distributions and their size classes for soils from the Kola Peninsula


No. s=0.42


DWeff
(mm)


Weight contributions (%) of elementary fractions to size classes (mm), international system


<2 2–6 6–20 20–60 60–200 200–600 600–2000 2000–6000


1 2.3 17.3 78.0 4.71 0 0 0 0 0


2 100 0 0 0 2.77 80.2 17.0 0.02 0


3 360 0 0 0 0 2.18 70.3 27.5 0.03


4 2400 0 0 0 0 0 0 12.3 87.7


No. s=0.42


D
p3h i
mean (mm)


Weight contributions (%) of elementary fractions to size classes (mm), USDA system


<2 2–50 50–100 100–250 250–500 500–1000 1000–2000 2000–5000


1 3.3 17.3 82.7 0 0 0 0 0 0


2 150 0 0.941 23.3 68.9 6.82 0.09 0 0


3 510 0 0 0.01 6.84 49.6 40.0 3.46 0.03


4 3100 0 0 0 0 0 0.25 13.3 86.5
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isoline D
p3h i
mean=300 mm for the non-truncated SD). The


main difference between the soils is in the width of the


PSDs. Grouping of points along this line revealed the


similarity of the soils: the D
p3h i
mean values were approxi-


mately equal for all fitted single-fraction soils. The 95%


confidence interval for D
p3h i
mean was 200–450 mm. The slope


of the isoline (�7/2) was close to the slope of the linear


trend (�3.1�0.1). The residual sum of squared errors


was only 1.5 times higher than for the linear trend, and


according to Mallows’ Cp test (Mallows, 1973; Snedecor


and Cohran, 1989) the isoline better fitted the data.
The parameters of the single-fraction model varied


widely, the size parameter by several tens of orders of
magnitude, whereas the border limits of the size classes
varied by only 4 orders of magnitude. The size para-
meter of the widest PSD (Shirazi et al., 1988) was by


tens of orders of magnitude smaller than any con-
ceivable size in physics. Obviously, such a wide range of
parameters reflected only the effective character of wide


Fig. 1. Parameters of elementary distributions when soils are represented as single fractions (a) and as sums of several fractions (b).


1—present study, 2—Gardner (1956), 3—Shiozawa and Campbell (1991), 4—Buchan (1989), 5—Shirazi et al. (1988). The solid line is


an isoline of equation D
p3h i
mean=300 mm, dashed lines are linear trends.
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PSDs. The parameters of several-fraction representa-
tions (Fig. 1b) varied within a significantly lower range.
Most of the size parameters lay within the border limits
of size classes. The two outliers and a different trend in


the parameters found by Shiozawa and Campbell (1991)
were, probably, connected with the fact that the finest
fraction was not fitted to the data but fixed for all sam-


ples. In this sense the procedure was closer to determi-
nation of a single fraction. That is why behaviour of their
coarse fraction partly resembled single-fraction beha-


viour (the solid line is the same as in Fig. 1a). When both
fractions were freed, the size parameters had a tendency
to independence from � (dashed lines) and varied only


within one order of magnitude for each of the fractions.
Representation of the PSD as several fractions resulted
in lower values of � and better defined size parameters.
This result gives a hope that the several-fraction repre-


sentation of the PSD might be physically determined.


3.2. Number of particles


Knowing the parameters of elementary PSDs and
thus the average grain masses (A4) of soil fractions, the


authors determined the elementary number fractions
(10b), and calculated the overall average mass (8) of
particle and the number of particles (5) in the samples.


The wide single-fraction PSDs that, most likely,
approximated the sums of several fractions were char-
acterised by a high number of particles. When these
wide (�>2) single-fraction approximations were not


considered, the number of particles grew with the num-
ber of elementary fractions by which the PSD was
represented, from �5�107 (the minimum was 600,000)


particles in a 40 g sample for the single-fraction model
to �2�1011 for the 4-fraction representation of the soil.
This increase in the number of particles is because the


more terms that are retained in the representation of soil
as elementary fractions, the better fine classes that con-
trol the number of particles are fitted. The numbers
given by the 4-fraction representation were lower than


the true numbers of particles since this representation
underestimated the clay content. The upper estimate of
the number of particles given by the 5-fraction model


was �5�1013. The intentionally wary choice of numeric
value for the colloid border probably resulted in an
underestimation of the number of particles.


The suggested general system of calculations is based
only on the assumption of the applicability of con-
tinuous PSDs to the description of soil properties. By


showing on the example of the Kola soils that the num-
ber of soil particles is huge even for coarse textured soils
the validity of the approach and the applicability of the
general expression (11) for SA to soils has been proved.


The large number of particles means that there is no
alternative to the explicit determination and description
of a continuous PSD when relating soil texture with


other soil properties. While conceptually probably
everybody admits this, quantitatively soils are mostly
analysed into a small number of size classes. The theo-
retical analysis of soil in a few size classes explicitly


contradicts the concept of a huge number of soil parti-
cles. Light scattering methods (Hulst van de, 1957),
giving a (quasi)continuous PSD, become more and more


popular in soil research. A gap between the conceptual
and scattering particle sizing approaches to soil, on the
one hand, and the theoretical understanding of the


relationship between size classes and the SA of the soil,
on the other, becomes clear. Quantitative studies of the
number of soil particles are very rare. Two of the first


detailed investigations by Wu et al. (1993) and Borkovec
et al. (1993) should be noted. However, as they used
fractal approximation, the contributions of individual
soil fractions could not be assessed.


While the number of soil particles is huge for the
whole soil and for fine soil fractions, it is not necessarily
the case for the coarsest fractions. It is the case for the


Kola soils. The number of particles in a soil fraction can
be calculated by multiplying its number fraction (10b)
by the total number of particles. The number of parti-


cles of the coarsest fraction (Table 2) was only �1000
for the samples considered. Consider a monolithic sample,
divided into two parts after sampling. Though both


samples were formed under exactly the same conditions
of formation/deposition of particles, the number of
particles in the same fractions of the two samples must
differ. The inevitable, connected with the discrete char-


acter of PSD, fluctuation in the number of particles is of
the order


ffiffiffiffiffiffi
Nk


p
(e.g. Reif, 1967), Nk being the number of


particles in the fraction considered in each sample (sinceffiffiffiffiffiffi
Nk


p
<< Nk;Nk1 ’ Nk2). A rough estimate of the var-


iation 
N was also made in the following numerical
experiment concerning the PSDs of spherical particles. A


set of random lognormal distributions with the same
parameters was first computed. Then, for each SD, parti-
cles satisfying truncation limits were added one by one
until the fixedweight was achieved. For PSDs fromTable 2


and N=1000–400,000 standard deviation std(N)

ffiffiffiffi
N


p
.


Knowing the mean number Nk and the dispersionffiffiffiffiffiffi
Nk


p
of the number of particles, the relative fluctuation


of weight of this fraction can be estimated, connected
with the fluctuation of the number of particles, as
(Mmean


ffiffiffiffiffiffi
Nk


p
)/(Mmean Nk)=


ffiffiffiffiffiffi
Nk


p
=Nk; it is greatest for


the coarsest fraction. As the size parameters of elemen-
tary PSDs notably differ, this value for the coarsest
fraction is much larger than for any other. For the


coarsest fraction of Kola 40 g samples the relative fluc-
tuation of the fraction’s weight was ca. 5%, the absolute
fluctuation was �1%.
As the space in between particles of the coarsest frac-


tion(s) is filled with finer fractions, variation of the
weight of the fine fractions is controlled by the variation
of weight of the coarsest fraction(s). Assuming that the
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weight content of the coarsest (K-th) fraction is sufficient,
so that the fundamental limit on variation of the frac-
tion’s weight content 
3K=f3K.


ffiffiffiffiffiffi
Nk


p
=Nk is notably lar-


ger than for the previous size fraction. Then the


variations in the weight content of other fractions are
governed by this fraction. Consider a cavity remaining
in the place of one of the coarsest fraction particles ide-


ally removed from the soil. The free volume will be filled
with particles from its immediate surroundings. As
volumes of the neighbouring particles are on the average


much smaller than the volume of the removed particle,
they can be considered in the first approximation as a
continuous effective medium that is filling in the cavity.


The volume of particles of some fraction filling in the cav-
ity in this approximation is proportional to the volume
content of this fraction in the cavity neighbourhood.
Neglecting the difference between weight and volume


fractions, the additional weight of the k-th fraction
(k=1,2,. . .,K�1) compensating the random change of
weight content
3K of the coarsest fraction can be assessed


in this approximation as
3k=�f3k
3K. Thus for fractions
for which average weights are equal within an order of
magnitude, variations of weight content are also roughly


equal. For fractions poorly represented in soil, the weight
variation is moderated by the content of the fraction.
This assessment of the fundamental lower limit of


variation in the fraction content, based on the idea of
local flows of particles of fine fractions as a whole, is
limited since it implies that all soil mineral particle frac-
tions were formed in one process of particle breakage/


deposition. Variations in finest fractions of aeolian origin,
deposited on the formed substrate of coarse fractions and
then migrating through it with rainwater flow, will most


likely not follow this assessment; variations of succes-
sively deposited different non-mixing size fractions are
also a subject of separate assessment. This simplest


model of formation of fraction content variations was
used just to show that variations in the weight content of
fine fractions can be of the order of variation of the coar-
sest fraction. As small as this might seem at first glance,


this variation is not negligible, as its role in soil properties
controlled by SA is largely increased (see below).


3.3. Relative contributions


Absolute values of calculated soil SA depend linearly


on the unknown effective SFFs. Relative number, SA
and weight contributions of the elementary fractions
will be considered first, since they are less sensitive to


this factor.
The probability density functions (13) of a single ele-


mentary fraction for number, SA and weight SD, are
shown (Fig. 2) for a typical single-fraction width para-


meter �=0.7; the effective weight diameter is chosen to


be small enough (DWeff
¼ 2, D


p3h i
mean=5.3 mm) to show


graphically the colloid border of the SDs. This PSD was
explained by 15 wt.% of clay, the remaining 85% of the


weight belonging to the silt class (in both International
and USDA classifications). Note that for a single PSD
the probability density function for the SA does not


depend on its effective SFF. Each of the 3 functions is
asymmetric, with their medians (marked with dia-
monds) shifted to the right of the most probable dia-
meter, and is similar to the classical lognormal


distribution. The dependence of all 3 functions (13) on
the effective diameter of the particle is similar: this is
determined by the common exponential multiplier


exp �ln D=D0ð Þ
2



 �
= 2�2

 �
 �


, that sharply decreases in
both tails of the SD (when Dcol < D << D0 and
D >> D0), and a slowly changing power function of the


diameter, which modifies the behaviour of the probability
density in the range of significant nonzero values of the
multiplier. Though the 3 functions (13) depend on the


diameter in a similar fashion, conceptually it is sig-
nificant that only one of them can be viewed as being
independent; the two others can be obtained by multi-
plication by some power of D and renormalization.


The similarity of dependencies appears in the excel-
lent approximation of any of them by a lognormal dis-
tribution [or equivalently, by the common multiplier of


Fig. 2. Probability density functions of an elementary mineral


fraction for number (N), surface area (A) and weight (W) of


particles classified by their sizes (�=0.7, DWeff
=2 mm,


D
p3h i
mean=5.3 mm, Dcol=0.2 mm). Diamonds mark medians of


distributions.
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(13)] with the same width parameter � and a changed
D0. The maximal difference between the actual prob-
ability density and the function approximating it within
the domain of single-fraction parameters (Fig. 1) is several


(�7–10) orders of magnitude smaller than the greatest
probability density. Such a small difference, much less
than experimental errors, means that the suggested form


of distribution and the lognormal, previously used to fit
weights of soil size classes, should agree in goodness of
fit. Thus, the two forms of weight SDs can be trans-


formed into one another without any loss of experi-
mental information.
Physically it is significant that the probability func-


tion for SA is shifted towards smaller diameters than the
probability function for weights and is characterised by
a sharper maximum (Fig. 2). The probability function
for the number of particles is further shifted towards


smaller diameters and is the sharpest. As a result of
these shifts, the abrupt step in number SD at D=Dcol


can not be noticed for the SA and weight SDs at the


chosen graphical scale. The notable shift of the number
SD to the left is the physical cause of the weight SD
characteristics: the effective weight diameter is more


than two times smaller than the weight median dia-
meter. Both the shift and the sharpening of SDs are
highly sensitive to the dimensionless width parameter �.
The ratios of the characteristic diameters and widths
of PSDs, defined by the mean-square-root deviation
from the average value, for the number, SA and
weight SDs are approximately equal to 1:exp(2�2):
exp(3 �2) (exact expressions are given in the Appendix).
For wide SDs (�>1.2) these changes are drastic, and all
3 probability densities can be shown only with nonlinearly


compressed (say, logarithmically transformed) axes.
For a mixture of elementary fractions probability


densities are typically distributed in a wider range of


diameters. As a result, the relocation of the probability
densities of the number, SA and weight of particles
along the diameter axis is even more striking. Effective
weight diameters for the two elementary fractions,


presented in Fig. 3, equal 5 and 50 mm (D
p3h i
mean=13 and


130 mm), �=0.7 for both PSDs; SFFs of the distributions


are taken as equal. Solid lines show total probability
densities; dotted lines represent the contributions of ele-
mentary SDs to them. At small diameters the total


probabilities coincide with the corresponding contribu-
tions of the fine fraction, while at large diameters they
are completely controlled by the coarse fraction. The


change in the size parameter of elementary PSDs by
only one order of magnitude results in the transforma-
tion of the 4% contribution of the fine fraction to total
weight to its 30% contribution to SA, and to its 98%


contribution to number of particles (Fig. 3). The coarse
fraction is shown in the number probability function as
a slight, indistinguishable to the eye, change in the


shoulder line; to visualise the contribution, it is also
shown in the insertion as a 20 times amplified curve.
The redistribution of probability densities can be


illustrated at the qualitative level. The dependence of the


SA and weight probability densities on particle size dif-
fer from the number probability density by the D2


(A(D)) and D3 (M(D)) multipliers, respectively [see Eqs.


(4) and (12). Thus, in the vicinity of the density peaks at
D ¼ D0kexp n� 1ð Þ�2



 �
, the ratios of the probability


densities of the coarse (index 2) to fine (1) fractions for


the SA and weight SDs are larger by D02=D01



 �2
and


D02=D01



 �3
times than for the number SD (for equal


width parameters of the two PSDs). This simple assess-


ment of coarse to fine fraction ratios works for narrow
well-resolved fractions (with the accuracy of 4 sig-
nificant digits in the example of Fig. 3, when both PSDs
are far from the truncation borders). The SA and weight


SDs differ by the 1/D multiplier, causing the SA to


Fig. 3. Probability density functions of a mixture of two


mineral fractions for number (upper curve), surface area (mid-


dle curve) and weight (lower curve) of particles classified by


their sizes. Contributions of elementary fractions (�=0.7,


DWeff1
=5, DWeff2


=50 mm, Dcol=0.2 mm) are shown by dotted


curves.
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weight fraction ratio to decrease approximately as
D01=D02 for coarse to fine fractions. Thus, the redis-
tribution of probability densities is notably increased
when the ratio of size parametersD0 increases. By particle


sizing with the weight SD, inevitably more attention is
paid to coarse fractions while when studying soil SA
consideration should be given to fine fractions. The


drastic transfer of probability density within the range
of particle sizes when moving from one SD to another
suggests that all of these 3 SDs should be experimentally


measured. Reconstruction of two SDs from one might
cause significant errors in the tails of the SDs. The
drastic changes within the SD stress the necessity of


averaging particle properties with the number SD and
not with the weight SD.
The contributions of elementary fractions fitted to


real PSDs to the number of particles, SA and weight


vary within a wide range. To bridge the gap between the
representation of soil as the sum of continuous fractions
not bounded by artificial size class limits and the tradi-


tional representation as size classes, the fitted number,
SA and weight fractions are presented in both ways in
Table 3 for two samples. One sample is represented by a


single fraction, one by two elementary fractions. The 4
size classes are the same as will be used in the empirical
Eq. (15); the SFFs are assumed equal. The elementary


PSDs, fitted to measured size classes (indexF), are pre-
sented in the upper sub-rows for each type of SD. The
extremely small, immeasurable, calculated classes are
retained in the table to illustrate changes between the 3


SDs. Both continuous weight SDs describe the observed
weights of size classes highly significantly: the squared
coefficients of correlation (r2) between the fitted and
observed classes are larger than 0.99 for the samples.


For the two-fraction sample the approximately equal
weight fractions are transformed to a 97% contribution
of the finer elementary fraction to the SA and a 100%


contribution (with 5 significant digits) to the number of
particles. In the traditional representation of soil this
behaviour is exhibited as a 6 times increase in the ratio


SA:weight and a 2 times increase of the ratio num-
ber:SA for the silt class. For the clay class the increase
of the ratios is more than 100 and 300 times, respec-


tively.
Though all measured size classes (the M-rows for the


two PSDs in Table 3) were characterised by a low, but
non-zero, clay content, this could not be explained as


the tails of the fitted coarse SDs. Within the model
considered here, this implies a small admixture of ele-
mentary fraction(s) of smaller size to be present in the


soils. The existence of the third, clay-sized, fraction is
conceptually significant to understand soil SA.
Analysis of measured cumulative curves (Wu et al.,


1993) has shown that weight fractions, determined for
the same samples with different physical methods, dis-
agree by several percent; the methodological errors


increase for small particles due to the hydration effect.
While analysing the number of soil particles the authors
showed that the physical limit on the fluctuations of
fraction contents for coarse textured soils might be close


Table 3


Calculated number, surface area and weight fractions and size classes for two one-two fraction samples from the Kola Peninsula


Parameters and type of distribution Elementary fractions (%) Contributions (%) of size classes (mm)


f A
1 f F


2 f F
3 <2 2–63 63–250 250–2000 2000–5000


DWeff
, mm ! 1 39 2400


Number Fa 0 100b 7.39E-4 1.12 95.5 3.36 0.0266 1.11E-4


A 99.9 0.0604 4.47E-7 98.1 1.92 0.00203 1.61E-5 6.73E-08


�=0.84 Surface area F 0 97.3 2.74 0.0036 54.4 39.3 4.26 2.03


A 53.9 44.8 1.26 38 41 18.1 1.96 0.935


Weight F 0 36.5 63.5 2.87E-5 8.95 21.3 10.6 59.1


A 1 36.1 62.9 0.385 9.47 21.1 10.5 58.5


M 1.3 6.6 21.7 11.1 59.3


DWeff
, mm ! 1 380


Number F 0 100 – 1.20E-28 0.0247 38.1 61.9 3.43E-4


A 100 1.84E-4 – 98.8 1.22 7.00E-5 1.14E-4 6.31E-10


�=0.43 Surface area F 0 100 – 3.78E-33 6.79E-4 12.1 87.9 0.0141


A 79.2 20.8 – 72.6 6.59 2.52 18.2 0.00293


Weight F 0 100 – 1.60E-35 8.60E-5 5.46 94.5 0.0692


A 1 99 – 0.829 0.171 5.40 93.5 0.0685


M 1.2 0.2 3.2 92.1 3.3


a A, F, M. The fitted (F) distributions of measured size classes (M) and the fitted distributions with the artificial addition (A) of 1


wt.% of clay fraction.
b Contributions are presented with 3 significant digits accuracy. This and similar values are smaller than the true 100%.
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by an order of magnitude to this value. One per cent of
the total weight was taken as the lower limit of the
typical accuracy of the experimental determination of
weight fractions. One wt.% of the clay-sized hypothe-


tical fraction, with DWeff
=1 mm and breadth the same as


for coarse fractions, was artificially mixed with the fitted
PSDs (lower sub-rows (A) in Table 3). The clay contents,


produced by the mixture, were even smaller than those
observed. While the weight fractions and classes
remained practically unchanged, the SA and number


SDs changed drastically: more than 50% of the soil SA
and 99.9% of the number of particles originated from
this ‘‘small’’ admixture. A notably higher occurrence of


layered minerals in the clay classes (Koptsik and Tevel-
dal, 1995) is typical for soils (Buol et al., 1973). It is
confirmed by direct analysis of particle forms (Wu et al.,
1993, Hodson et al., 1998). Based on these observations


of forms, the SFFs for clay-sized layered particles might
be expected to be an order of magnitude larger than for
coarse fractions. When the added fraction is layered, the


same SA changes are characteristic for �0.1% weight
content, or if the added fraction is more diffuse and/or
coarse. Thus, a small change in clay content, of the


order of the experimental error, might bring about a
notable change in the SA of coarse textured soils.
Fine particles can be revealed more clearly with X-ray


measurements. Berezin and Voronin (1981) and Buchan
et al. (1993) noticed that the content of fine particles
inferred from X-ray absorption significantly over-
estimated the result compared with classical weight


measurements. As absorption of X-rays is controlled
(e.g. Kitaigorodskii, 1950) by the sum of particle sizes in
the beam, this fact is naturally explained within the


developed approach. Properties of the integral thickness
SD (13, n=1) are between those of SA and number
SDs. This explains why all soils, including coarse-tex-


tured, are characterised by the pronounced peak for the
clay-sized components in the probability density func-
tion determined from X-ray attenuation (Berezin and
Voronin, 1983).


The authors complete consideration of the relative
contributions by illustrating differences (Fig. 4) in the
number, SA, and weight probability densities using data


for one of the Kola soils, for which weights of classes
were represented as 4 elementary fractions (Table 2). To
reflect a wide range of differences, the logarithmic-loga-


rithmic scale is chosen. The vertical lines at both sides of
the SDs are truncation steps to zero (zero to be plotted
at minus infinity on the logarithmic scale). This realistic


case summarises all main features of the SDs that were
discussed with simple examples in this section. The
positions of fraction probability peaks are gradually
shifted to smaller sizes from weight (Fig. 4i, W) to SA


(A), then to integral thickness (not shown) and to num-
ber (N) SD. These shifts (positions of weight peaks are
marked with arrows on the number SD) are visually less


impressive than those in Figs. 2 and 3. This is a com-
bined effect of the narrower PSDs and of the chosen
compressed scale. The redistribution of probability
densities, when going from weight to SA and then to


number SD, are, on the other hand, much more
impressive. As can be seen from Fig. 4i, the difference of
maximum probabilities of the finest and coarsest frac-


tions increased from 2 orders of magnitude for weight to
5 (note, 5–2=3; D04=D01=103) for SA and to 11 (11–
2=32) orders of magnitude for the number SD. The


area under a fraction’s probability density curve (plot-
ted on the linear-linear scale) determines contribution of
this fraction to the property. The relative enhancements


of the number and SA contributions of 4 size fractions
are shown in relation to the coarsest fraction (Fig. 4ii).
The differently hatched left and right half of a bar
represents respectively the exact ratio of the contribu-


tion and its simple approximation (the ratio D04=D0k for
SA and D04=D0k



 �3
for number of particles). The differ-


ences, hardly noticeable on a logarithmic scale, are


Fig. 4. Probability density functions (i) for the number (N),


surface area (A) and weight (W) distributions separated into 4


size fractions (Table 2) and relative to weight enhancements (ii)


of the number and surface area elementary fractions for one of


the Kola samples. Parameters of the elementary fractions are


given in Table 2.


S. Koptsik et al. / Applied Geochemistry 18 (2003) 629–651 643







controlled by truncation corrections. The contribution
of the finest determined fraction (dominated by silt-size
particles, Table 2) to SA is more than 3 orders of mag-
nitude larger than to weight. The relative significance


for SA of the clay-sized fraction, for which parameters
were not determined due to its minor weight percentage,
must be significantly larger.


A relatively minor, linear, alteration of the SFFs
influences the redistribution of the probability density
between the SA peaks. The difference in the effective


SFFs, that in most situations for coarse textured soils
can not be notably higher than the average value �<


˜
4


(estimated in the next subsection), may result in less
than an order of magnitude change in the contributions
of the elementary fractions to the total SA. On the other


hand, alteration of the size parameters, which change
for the several-fraction representation of PSDs by 3
orders of magnitude, results in a change in the con-


tribution of the finest grain size fraction to the SA by 3
orders of magnitude. Thus, the conclusion is that the
consistent consideration of PSD is more significant for


calculation of the soil SA than consistent estimation of
particle forms.
This conclusion is based on analysis of relatively


unweathered coarse textured soils, in which the
observed clay class mainly originates as tails of coarser


fractions. For more highly weathered ancient soils,
developed on silt and clay deposits, the clay-sized grain
fraction might be expected to dominate the PSD. In this
case the influence of SFF on SA, though remaining


smaller than the influence of PSD, might be notably
more significant than for coarse textured soils. However,
highly weathered soils are a subject for separate investi-


gation.


3.4. Absolute values of surface area


As a first step, total SA (14) was calculated supposing
a spherical form for all particles (�k=1). As the exact
SA was not measured, the area assessed was chosen with


an empirical equation (Sverdrup and Warfvinge, 1995;
Sverdrup, 1996)


Aemp ¼
X4
k¼1


Pk�k


 !
�soil
�0


; ð15Þ


as a reference value. Eq. (15) gives the SA of soil in a
unit volume, �soil is soil density, �0=1 g/cm3 is a refer-


ence density. Here �k are weight fractions, the upper
borders of 4 size classes equal to 2, 60, 250 and 2000 mm,
the corresponding coefficients Pk equal to 8, 2.2, 0.3,
0.05 (m2/cm3 soil). Each of the weight fractions �k
entering into this equation was calculated as the differ-
ence of the k- and (k�1)-th cumulative fractions (9, ele-
mentary cumulative fractions by (A7), n=3). Dividing


(15) by �soil (1.2–1.4 g/cm3 for the Kola soils) units of
measurement are converted to those in which SA (14)
was calculated.
It was decided to use (15) since the Kola soils are


close in age and are derived on similar bedrock and in
similar climatic conditions. It is presumed that this
equation, first derived for southern Swedish soils, has a


wider range of applicability and describes the SA of
coarse textured northern soils reasonably well (Sverdrup
et al., 1990; Sverdrup and Warfvinge, 1995). Applic-


ability of this equation to Scottish soils was opposed by
Hodson et al. (1998). However, Koptsik et al. (2002)
argue that the data of Hodson et al. (1998) satisfy the


empirical equation after exclusion of outliers. The aver-
age absolute value of the deviation of the measured SA
from the empirical is ca. 30%; even for outliers it is only
110–140%. It should be remembered that the divergence


between the present theoretical explanation of geometric
SA [size class assessment (1)] and the measured SA of
coarse textured soils is 1–2 orders of magnitude. Taking


into account the poor present theoretical understanding
of the SA, the SA, calculated with the correlation Eq.
(15), is sufficient when trying to understand its origin, to


explain it, say, within a factor of 2; this is termed refer-
ence area below.
It appeared that the colloid correction should be


taken into account in two cases: firstly, for fine mineral
particle fractions (clay-sized and fine silt-sized), and
secondly, when the entire observed PSD can be fitted by
a wide single lognormal curve. Physically the latter case


means that in some situations the actual sum of a large
number of elementary PSDs can be approximated with
reasonable accuracy by a single lognormal distribution.


In both cases the scope of the colloid correction is the
same—to remove from consideration super-fine parti-
cles that can not be retained in soil at the predicted fre-


quencies. The finest particles contribute noticeably to
the SA and colloid truncation prevents overestimation
of the total SA. In all other cases the influence of colloid
correction is negligible.


SA (14), calculated within single- and two-fraction
representations of soil, notably fits the reference area
better than it does size class assessment (1). However,


both these representations, leading to zero clay classes,
notably underestimate SA.
First consider soil particles to be spherical. The 4- and


5-fraction representations of soil gave lower and upper
estimates of the SA of spherical particles that were the
same as for soil PSD. The average ratio of the reference


SA (15) to the calculated (14) equalled 4 for the 4-frac-
tion representation of soil (Fig. 5, data set 1, r2=0.75).
In the case of the upper estimate (5 fractions) the value
of the calculated SA almost coincided with that of the


reference one; however its relative variation was larger
(r2=0.45). These results agree well with those of Wu et al.
(1993) and Borkovec et al. (1993), obtained with an entirely
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different approximation of PSD. Thus, a conceptually
simple account of SD alone, without consideration of
particle form or surface roughness, immediately decrea-
ses the discrepancy between the calculated and reference


SAs by one order of magnitude. The consistent descrip-
tion of soil particles, continuously changing in size, is
thus quite important to explain geometric SA.


It is stressed that the SAs were assessed from the dis-
tribution of particle weight by size of particle, or inde-
pendently from SA measurements. No surface specific


parameters were considered. Compared with the alter-
native of ab initio calculation—sieve class assessment,
the coincidence between the calculated and reference


values is quite impressive. The discrepancy for the 4-
fraction representation of the soil can be explained by 3
factors: (i) non-sphericity of particle forms, (ii) surface
roughness and (iii) the contribution of the clay fraction.


Treatment of the ratio of the two areas as uniformly
controlled by the 4 PSDs suggests that effective SFFs
are to the same extent larger than for a sphere, �
4. The


SFFs correspond to particle flakiness of ca. 30; such a
large flakiness could hardly remain unnoticed with the
naked eye for the prevailing coarse sand fractions.


However, as the amount of layered particles increases
with decrease of particle size, the effect of the particle
form of the fine fractions is important in interpreting the


discrepancy. The particle flakiness observed by Hodson
et al. (1998) for similar coarse textured soils, also devel-
oped on granitic bedrock, equalled 80 and 15 within the
clay and silt classes. The corresponding SFFs � were 8


and 3, respectively; it was assumed that these values are
characteristic also for the Kola soils. The elementary
PSDs of the 4- and 5-fraction representations were well


resolved, and the clay and silt classes were dominated by
fractions with the corresponding size parameter. As a
result, these SFFs characterised the finest fractions and


not the entire clay and silt classes, as was interpreted by
Hodson et al. (1998). Assigning the silt SFF (�=3) to
the finest fraction of the 4-fraction representation and
assuming particles of other fractions to be spherical,


resulted in the growth of the SA by 2.5 times. Thus the
flakiness of particles, independently measured for simi-
lar soils, allowed SA to be explained geometrically


within a factor of two on average.
The remaining discrepancy (�SA) between the cal-


culated and reference areas was the maximum that


could be attributed to surface roughness. As the effect of
the true clay fraction was not considered in the assess-
ment, the contribution of surface roughness was in all


probability smaller. This conclusion about the relatively
minor effect of surface roughness agrees with micro-
morphological, including atomic force microscopic,
observations and simple geometric expectations (see


Introduction).
Note that clay could not be reliably determined in the


5-fraction model. That was because the size parameter


of the finest fraction was practically unrestricted by the
silt and sand fractions and became unreasonably small
for covering variation in the observed clay weights. By
considering both the SA and weights of classes in the fit


the parameters of the two finest fractions were refined.
The SFFs of the two fractions were fixed in line with
particle form observations by Hodson et al. (1998). The


size parameters were D01 ¼ 0:82 and D02 ¼ 4:9 �m; the
width parameter and size parameters of the 3 coarsest
fractions practically coincided with those of the 4-frac-


tion representation (Table 2). The calculated SA (14) is
shown in Fig. 5 (data set 2, r2=0.55). As should be
expected for fitted data, the trend line (dashed) coincides


with the 45� line for equal calculated and reference SAs.
This refinement stresses the high sensitivity of the SA to
the content of fine soil fractions. On average, 2 wt.% of
the clay fraction controlled 80% of the SA (�0.5 m2/g).


As surface roughness was not considered, the ‘‘true’’
size parameter of the first fraction is, most probably,
larger and that of the second fraction smaller than


obtained in the representation. Note also that the con-
tribution of the clay-sized fraction is not outstanding.
The SA of a hypothetical soil with the same density


consisting of the clay fraction only is ca. 20 m2/g, more
then an order of magnitude smaller than for layered
minerals (Greenland and Mott, 1978). Thus, the SA of


coarse textured soils is highly sensitive to the clay con-
tent. Spatial variations in the weight content of the fin-
est elementary fraction, about equal to an experimental
error or fundamental limit of weight variation, result in


Fig. 5. Surface area (14, Acalc) vs. calculated with the corre-


lation according to Eq. (15, Acor). 1. 4 fractions, spherical par-


ticles; 2. 5 fractions, �1=8, �2=3, �(3�5)=1, other parameters


of the distributions from Table 2.
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variation of the SA close to its value by an order of
magnitude.
While the conclusion about the fundamental limit of


SA variation was made while considering the geometric


SA of mineral particles, the methodological value of its
derivation is notably wider. This conclusion depends on
only two assumptions—on the existence of several nat-


ural fractions within one of the soil components and on
the low number of elementary units of the coarsest
fractions. It may be hypothesised that a low number of


large macromolecular aggregates in the organic covering
of mineral particles is important for the SA of native
soils, especially for fine-textured soils.


Though, with the data considered here, the authors
could not determine all the above-mentioned contribu-
tions to the SA in a unique way, by comparing these 3
cases ranges were determined for the contributions of


surface roughness and clay-sized particles to the SA of
the Kola soils. The realistic coincidence of the calculated
and reference SAs implies that the SA of coarse textured


soils can be reasonably explained as a geometric SA.


3.5. Relationships with simple assessments


Now, when reasonable values for SA have been
obtained, it becomes clear why the simple Eq. (1) for SA


fails when estimating SA within broad size classes. The
problem is that calculation of the SA could have been
started from the continuous analogy of this equation,
obtained at the limit of infinitely decreasing size of clas-


ses. It can be shown that the result would be exactly the
same—the main Eq. (11) for the SA obtained by super-
position of soil fractions. Thus, Eq. (1) for a geometric


SA is simply a numerical assessment within a finite set
of size classes of the soil SA, as calculated in the pre-
vious subsection. The cause of the failure is very simple:


the crude size classes. Below imperfections in size
separation, such as minor weight admixture of fine par-
ticles, which can also notably increase the SA of coarse
classes are not considered.


Consider a 4-fraction hypothetical soil with PSDs
characteristic for Kola soils, but with spherical particles.
The exact SA of each size class of this medium can be


calculated as described above (setting the colloid and
gravel borders to size class limits) and compared with
the corresponding term of Eq. (1). For the size classes of


Eq. (15) the difference is most pronounced for silt. The
problem is that the size classes are too broad in com-
parison with the characteristic widths of the elementary


PSDs contributing to them. This is why particles can
not be viewed as identical within size classes. As result,
the calculated SA (1) for the hypothetical soils is sig-
nificantly smaller than the true one. The difference is


most pronounced for the silt class, the most extensive on
the logarithmic scale, for which the ratio of the two
areas for the 4-fraction soil is typically about 10 and


reaches 35. Recalculating the SAs (1) with an increased
number of size classes, it is seen that to assess the SA
with 1% accuracy the silt class should be subdivided
into 8 and the clay class into 5 subclasses. On the whole,


soil should be divided into at least 22 size classes of
equal breadth on the logarithmic scale. When the size
classes used are fine enough to properly assess the SA of


spherical particles, Eq. (1) (applied by Hodson et al.
(1998) to only 4 classes) can be used. Only then can
SFFs be introduced for individual classes and applied to


(1) to real soils. The estimate of the required number of
size classes depends mostly on the breadth of the ele-
mentary fractions constituting soil and the rough size


classification used. However, the quasi-continuous
measurement of the weight SD of young Modesto soils,
developed on similar bedrock (White et al., 1996, Fig. 9),
exhibited well-resolved peaks, seen with the naked eye.


Simulation of these peaks showed similar widths, thus
confirming the conclusion about the required number of
size classes.


To relate the SA and SD of soil with an equation like
(1) requires a large increase of the number of soil clas-
ses. This increase implies a significant expansion of


experimental work, including direct observations of
particle forms and measuring the SAs of classes. From
this point of view, the suggested decomposition of soil


into elementary fractions is an alternative that simplifies
the task.
The parameters of elementary PSDs should certainly


depend on the soil type and region studied. In line with


the opinion that initial conditions at the site of deposi-
tion exert the main control on the PSD, let us assume
that this dependence is not too rigid. Then, the range of


applicability of the elementary fractions determined is
wider than for the Kola soils. Close PSDs can be
expected for the widespread soils developed after the


last glaciation on sandy and sandy-loam moraines. For
such soils the authors suggest the use in independent
research of the PSDs determined as the first approx-
imation. Then, the time-consuming task of the decom-


position of the weight SD into elementary fractions
(requiring some grounding in programming) can be
reduced to a much simpler task. Weights of classes can


be decomposed in least square means into a basic 4 cal-
culated fractions (Table 2). This task can be solved by
methods of linear algebra in many packages, including


electronic worksheets, such as Excel. One should only
remember that elementary PSDs do not form a com-
plete orthonormal basis; thus, perfect coincidence


between observed and calculated values can not be
expected. Constraints not considered within linear
methods (Sf3k ¼ 1; f3k > 0) should be applied manually
for solution.


The authors applied this simplified procedure to the
data of Hodson et al. (1998). Since no information on
the gravel fraction was available and thus the coarsest
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fraction could not be determined, 4 fine fractions of the
5-fraction model was used in the decomposition. The
calculated SA of spherical particles was only 3.5 times
smaller than the measured soil SA and the correlation


coefficient was twice as large as for empirical Eq. (15)
applied to the whole set. These results are in line with
the results discussed above.


The 4-member model might be viewed as a founda-
tion of the empirical Eq. (15). Indeed, the calculated
weights of 4 classes are expressed as linear combinations


of 4 elementary fractions f3i . Solving this system of
equations, f3i can be expressed as linear combinations
of sieved fractions �i. Inserting the solution in the main


equation, Eq. (14), for the SA we get a linear equation
similar to the empirical one; its coefficients Bi depend
only on the parameters of elementary fractions. Using
the parameters of the 4 fine fractions of the 5-fraction


representation, the coefficients Bi for clay and silt, that
determine SA, agree within a factor of 3 with the corre-
sponding coefficients Pi of Eq. (15). However, the


agreement is only semi-quantitative: the two other coef-
ficients significantly underestimate the coefficients of the
empirical equation.


By this treatment the authors also show that the high
sensitivity of soil SA to the content of fine fractions is
the main cause of its high spatial variability. The cloud-


like character of the SA dependence on soil texture
seems to be one of the main background points that
caused the recent discussion (Hodson, 2002; Koptsik et
al., 2002). The authors stated in the discussion that Eq.


(15) for SA should be better interpreted in terms of sta-
tistical physics: relatively unweathered soils that devel-
oped on granitic parent material in a cool humid climate


for a large collection of soils should be described by Eq.
(15). It is not reasonable to view (15) as applicable to an
exact sample as it assesses the SA in a statistical sense


only. The present considerations provide a theoretical
basis for this statement. It is the dispersed and multi-
particulate character of a soil that is the physical origin
of the stochastic contribution to the soil SA.


The different scales of description—the macroscopic
field scale and the scale of a sample—should not be
mixed up. A correlation relationship observed on the


landscape scale is of statistical type, while dynamical
laws govern a sample. The complementary character of
the two scales and types of laws is typical for complex


systems (Pattee, 2000). The principal qualitative dis-
tinction between dynamical and statistical laws is not
unique for soil science; Planck (1960) and Schrödinger


(1944) discussed it for physics and biology. The appli-
cation by Hodson et al. (1998) of the statistical corre-
lation Eq. (15) to individual soil samples is
methodologically erroneous. The observed differences in


the SA are neither large nor strange—the spatial varia-
bility is just the same as is given by nature. If mechan-
isms of SA formation, if individual samples, are the


focus of investigation, as far as can be seen, the general
approach discussed above is the only valid one. This is
just the consequence of the huge number of soil parti-
cles. On the other hand, if properties of a macroscopic


soil object (polypedon, soil within catchment or region)
are in focus and samples are studied only as a means of
assessment, then the use of Eq. (15) seems reasonable.


That is the main field of applicability of empirical mod-
els (e.g. Hoosbeek et al., 2000); such usage was implied
by the authors of the equation when suggesting it for


critical loads assessment (Sverdrup et al., 1990).
The approach to calculation of the SA developed here


does not remove the problem of its spatial variability


(compare e.g. the present Fig. 5 and Fig. 1 in the paper
by Koptsik et al., 2002). Within the macroscopic
approach, the highly variable component of the mineral
particle SA can be viewed as random in the same sense


as flipping a coin is usually viewed as a random event
rather than as the deterministic result of detailed
knowledge of the initial conditions of the coin. The


conclusion about the relative contributions of the sto-
chastic and deterministic components of the SA for
coarse-textured soils agrees with simple assessments.


Using the correlation SA (15) as an environmental gra-
dient, it may be inferred (see Fig. 1 in Koptsik et al.,
2002) that the inherent uncertainty in the soil SA is


about its average value by an order of magnitude. This
conclusion is also confirmed for boreal forest soils by
direct observation of spatial variability of soil SA within
a uniform unit, the polypedon (Oreshkina, 1983).


Soil scientists seem to come very close to the hypoth-
esis about the fundamental limits of variation when
studying soils with geostatistical methods. However, the


nonzero nugget variances of semivariograms, observed
for the majority of soil properties, are usually connected
with measurement errors (e.g. Hoosbeek et al., 2000).


While relating the nuggets with processes inherent in the
soil itself, with the soil fundamental limits, influences the
paradigm of soil description. If fluctuations in proper-
ties are inevitable, natural characteristics of single soil


samples, then a deterministic description of soil is pos-
sible only in the statistical sense and a description of
individual samples can be probabilistic only.


4. Conclusions


A so-called superposition model capable of account-
ing for the contributions of soil fractions of distinct sizes


to SA is introduced and theoretically considered. Three
physically most important distributions, number, SA
and weight of soil particles, classified by their sizes, are
discussed. The authors are not aware of other super-


position models of PSD which explain additive soil
properties. When no assumptions are made about the
SD, the SA relationships obtained provide a theory of
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the geometric SA of mineral particles. By showing that
the number of soil particles is huge, even for coarse
textured soils, the validity of this general approach is
demonstrated. To get practical results, size fractions are


described by truncated lognormal distributions that can
be theoretically viewed as controlled by physical weath-
ering. Relationships obtained within this approximation


are presented at a level needed for quantitative estima-
tions, and allow independent SA assessment. The intro-
duced model was applied to soil texture data for sandy


podzols developed on tills and glaciofluvial deposits
after the last glaciation in the Kola Peninsula. The cal-
culated SA was compared with that given by a corre-


lation equation (Sverdrup, 1990) in giving the best
description of the measured values. The SA of coarse
textured soils was explained as a geometric SA, as the
area of a hypothetical smooth surface enveloping the


actual soil particles. Taking into account continuous
particle size and form distributions reduced by nearly
two orders of magnitude the gap between measured


and calculated SAs, assuming identity of particles
within soil texture size classes. The failure of the last
assessment to give a geometric SA, is connected with the


use of crude size classes that are insufficient to reflect the
continuous variation in sizes of soil particles, and with
the imperfection of size separation procedures. To ade-


quately assess a geometric SA with ca. 1% accuracy the
number of size classes should be increased by at least 5
times. The choice of a physically based continuous PSD
simplifies the description of a soil because a noticeably


lower number of components is needed to compare with
the number of size classes representing a soil.
Parameters of elementary PSDs, determined by con-


sidering weights of size classes, agree with those that can
be derived from the literature. The reduction of para-
meter variation, when soil is decomposed into several


fractions, is incredibly great; it reaches �1020 compared
with that of a single-fraction model. The size parameters
are within the size limits of soil grains and are robust to
the addition of a new fraction except in the vicinity of its


size parameter. The physically determined reduction of
the parameter range suggests that several-fraction
decompositions can adequately explain integral soil


properties.
PSD is the main factor that controls the SA of coarse


textured soils. By taking into account the particle forms


for clay-sized layered minerals that were poorly repre-
sented in soils, the SA increased by 2–3 times. The
effective SFFs of particles of coarse textured soils are


only several times larger than for spheres. The span of
particle sizes through several orders of magnitude causes
crucial, also several orders of magnitude, changes in the
contributions that size fractions make to the integral soil


properties. The radical changes in the SDs of weight, SA
and number of particles suggest that the SDs should be
simultaneously measured.


The model semi-quantitatively supports the corre-
lation Eq. (15) that relates SA and soil texture. The
equation seems to be a reasonable way of relating SA to
limited data on soil texture. However, the equation


should be interpreted in a statistical physics sense: it is
applicable only to macroscopic soil objects or to a col-
lection of samples but not to the individual samples


themselves. The high sensitivity to the fine fraction con-
tent can be viewed at a more general, environmental
level of knowledge as a physical cause of the inherent in


SA stochastic component, which is averaged by the
correlation equation.
The number of particles of the coarsest fraction that


is countable contributes noticeably to variations of soil
properties. The fundamental lower limit of variation of
weight, controlled by the discrete nature of soil, may be
�1% for coarse textured soils, i.e. of the order of


experimental error. The SA is highly sensitive to the
content of small-sized mineral fractions; on average, 2
wt.% of the clay fraction contributed 80% of the SA.


While the variation in weight of the finest mineral frac-
tion may seem small, within experimental error and the
fundamental limit of variation, the corresponding var-


iation in SA is quite significant. For coarse textured soils
the variation is close to the average value by an order of
magnitude. The high variability of many surface-con-


trolled properties of soils is believed to be related to the
fundamental limit of variation of soil that is controlled
by the number of particles of the coarsest fractions
(mineral or organic) of the soil.
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Appendix. Truncated lognormal distribution


The authors consider the properties of an ensemble of


uniform particles without inner cavities. Probability
density functions for the distribution of number, SA,
and weight of particles classified by their sizes (n=0, 2


and 3, respectively), are given by Eq. (13). The normal-
ising multipliers equal


�n ¼
exp �2�2



 �
ffiffiffiffiffiffi
2�


p
�Dn


0Cn �;D0;Dcol;Dgr



 � ; ðA1Þ


where functions
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Cn �;D0;Dcol;Dgr



 �
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2
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0
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The expressions for �n are exact expressions for the
classical lognormal distribution except for the factors
Cn, which are caused by the colloid and gravel border


correction; erf(x) is the error function. Each of the cor-
rection functions Cn is the difference between the corre-
sponding cumulative probability functions (A6(cl)) of the
corresponding non-truncated basis distribution at Dgr


and Dcol. In the limiting case, when Dcol approaches
zero and Dgr is infinitely increased, each of the sum-
mands in (A2) approaches 1


2 and Cn=1.


For an ensemble of particles with density � and
effective surface form-factor �, the average SA


Amean ¼ ��D 2
0 exp 2�2



 �
�
C2 �;D0;Dcol;Dgr



 �
C0 �;D0;Dcol;Dgr



 � ; ðA3Þ


and the mass of a particle


Mmean ¼ �
�


6
D 3


0 exp
9


2
�2


� �
�
C3 �;D0;Dcol;Dgr



 �
C0 �;D0;Dcol;Dgr



 � : ðA4Þ


The effective weight diameter, or the diameter of a
sphere, made of material with the same density �, for
which the mass equals Mmean,


DWeff
¼ D0exp


3


2
�2


� �
�


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C3 �;D0;Dcol;Dgr



 �
C0 �;D0;Dcol;Dgr



 �3


s
: ðA5Þ


The weight average diameter, or the diameter averaged
with the weight distribution p3(D),


D
p3h i
mean ¼ D0exp


7


2
�2


� �
�
C4 �;D0;Dcol;Dgr



 �
C3 �;D0;Dcol;Dgr



 � : ðA6Þ


In all the examples, these values were used instead of D0


as they can be more easily ‘‘felt’’ by soil scientists,
accustomed to the distribution of weight of particles by
their size. Eqs. (A5) and (A6) relate DWeff


and D
p3h i
mean


with D0 in a unique fashion. Characteristic diameters—
the most probable (Dmode), average (Dmean) and root-
mean-square deviation (Dstd)—are summarised in


Table A1 for these 3 distributions.
Cumulative probability functions for the distribution


of number, SA and weight of particles by their sizes are


given by


Fn D; �;D0;Dcol;Dgr



 �
¼


Cn �;D0;Dcol;Dð Þ


Cn �;D0;Dcol;Dgr



 � ; ðA7Þ


where Cn are correction functions (A2). In the limiting
case of the basic non-truncated distribution this expres-


sion simplifies to


F clð Þ
n D; �;D0ð Þ ¼


1


2
erf


ln D=D0ð Þ � n�2ffiffiffi
2


p
�


� �
þ
1


2
: ðA7ðcl ÞÞ


Relationship with the traditional lognormal fit of weight


distribution


The classical lognormal distribution


PW �;X0;Xð Þ ¼
1ffiffiffiffiffiffi


2�
p


�X
exp �


lnX� lnX0ð Þ
2


2�2


� �
ðA8Þ


has been rather often used to fit the observed weights of
size classes, and its parameters X0 and � can be found in


the literature. The authors intentionally changed the
notion of particle diameter to X in order to stress the
conceptual difference between this distribution and the


number distribution (formally, this equation coincides
(neglecting the colloid and gravel border corrections)
with (13) when n=0). Conceptually, this distribution is
only effective, and it can not be used for the determina-


tion of macroscopic soil physical properties. However, it
can approximate the true weight distribution (13, n=3)
very closely. The relationship between the parameters of


Table A1


Characteristic diameters for distributions of number, surface area, and weight of particles classified by their size


Distribution Dmode
a Dmean Dstd


p0 �;D0;Dð Þ D0exp ��2

 �


D0exp
1
2 �


2

 �


C1


C0 D0exp
1
2 �


2

 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi


exp �2ð Þ C2
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� �2r
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5
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2
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5
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2
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C2
� C3


C2


� �2r
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7
2 �
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 �
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C3
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7
2 �


2

 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi


exp �2ð Þ C5


C3
� C4


C3


� �2r
a When maximums are reached between the two outer borders of particle size distribution (Dcol<D0 exp (��2), D0 exp (2�2)<Dgr).
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coinciding effective and true weight distributions can be
found by equating their mode diameters (Table A1):


D0 ¼ X0exp �3�2

 �


; ðA9Þ


the width parameters � coincide for both distributions.
Therefore, the parameters of the number distribution


(13, n=0) might be assessed from an available log-
normal fit.
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SALINITY, PHYSICAL EFFECTS ON SOILS


Lajos Blaskó
Karcag Research Institute of Centre for Agricultural and
Technical Sciences, Debrecen University, Karcag,
Hungary


Synonyms
Saline and saline-sodic soils; Solonchak soils

Definition
Salinity is the presence of soluble salts in soils or waters. It
is a general term used to describe the presence of elevated
level of different salts such as sodium chloride, magne-
sium and calcium sulfates, and bicarbonates in liquid
phase of soil and in water.

Introduction
The natural and man-induced salt accumulation is a major
threat for agricultural activity in arid and semi-arid
regions. Several processes of climate change might
strengthen the salt accumulation. Because of the decreas-
ing amount of precipitation, leaching is getting more and
more limited. The rising temperature increases the evapo-
ration, which accompanied with upward water movement,
transferring salts from underground to the soil surface.
The consequence of the increasing frequency of droughty
situation is the rising demand for irrigation water.


The global warming would substantially impact the
availability and quality of irrigation water. Scarcity of
good quality water emphasizes the use of marginal waters
with higher salt content. Because of the possible increas-
ing salt stress, it is very important to investigate the effect
of salts on soil properties for establishing a sustainable
land use on the areas threatened by secondary salinization.

Jan Gliński, Józef Horabik & Jerzy Lipiec (eds.), Encyclopedia of Agrophysics, DO
# Springer Science+Business Media B.V. 2011

Indicators of salinity
Soil salinity is estimated from the electrical conducti-
vity (EC) of a saturated soil paste. It is expressed in
dSm�1. The sodium adsorption ratio (SAR) is a measure
of comparative concentration of Na+ to Ca2+ and Mg2+


ions in a soil solution or in irrigation water.


Effect of salinity on soil structure
It is generally accepted that an increasing electrolyte con-
centration has a flocculating effect on the soil colloids and
strengthens the stability of micro-aggregates (Abu-Shara
et al., 1987; Goldberg et al., 1988; Tajik et al., 2003).
Regarding the macro-aggregate stability, the positive
effect of higher salt concentration is not unanimously
proved. In several experiments, despite the better micro-
aggregate stability, the macro-aggregates were not
affected by the electrolyte concentration (Goldberg et al.,
1988; Shainberg et al., 1992).


Effect of EC and SAR on soil permeability
The simply saline soils usually occur on parent materials
with low colloid content. On soils with colloidal particles,
both the water soluble and the exchangeable forms of cat-
ions can be found.


For characterizing the simultaneous effect of EC and
SAR or ESP, the threshold concentration concept was
elaborated by Quirk and Schofield (1955). They measured
the permeability of soils saturated to varying degrees with
exchangeable sodium, and obtained a threshold concen-
tration that was defined as that concentration of electrolyte
at which clay swelling and deflocculation had an apprecia-
ble effect in decreasing the permeability.


Several investigators concluded that a higher EC value
(especially if it is caused by neutral salts) could counter-
balance the adverse effect of SAR or ESP on the hydraulic
conductivity (Quirk, 1971; Agassi et al., 1981; Várallyay,
1981; Shainberg and Letey, 1984; Abu-Shara et al., 1987).

I 10.1007/978-90-481-3585-1,
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Effect of Ca2+ and Mg2+ on physical properties
of soils
The effect of salinity on the structural properties and trans-
port processes depends not only on the salt and sodium
concentration of the soil or of the irrigation water, but on
the other cation and anion composition of water as well.
Among the cations, the positive effect of Ca2+ on the soil
structural and transport properties has been proved. The
main goal of the chemical amelioration of waters and soils
is increasing the Ca2+ concentration in the water and the
Ca2+saturation of the colloidal surface. The usual amelio-
ration practice of saline soils is to apply gypsum or other
soluble calcium compounds to the soil to keep a high elec-
trolyte concentration with low SAR level, which is suit-
able to maintain a high infiltration rate and to leach the
sodium salts with irrigation water.


The judgment of the soil physical role of Mg2+ is not so
consistent. From the viewpoint of potentially different
physical effect, the Ca2+ and Mg2+ are not distinguished
when calculating the SAR value of waters by Richards
(1954). Negative effects of Mg2+ were observed in the
countries where well-water with high Mg2+ content was
used due to the scarcity of good quality water. Girdhar
and Yadav (1981) pointed out that increasing Mg2+ in
water caused increased water retention of the soil at
15 bar suction. They found that the irrigation water with
high Mg content increased the exchangeable Mg content
of a CaCO3 containing soil lesser than that of non-
calcareous soil. Alperovich et al. (1981) found that
exchangeable Mg did not have a specific effect on the clay
dispersion and on the hydraulic conductivity in calcareous
soils. In contrast with these findings, Keren (1991) con-
cluded from the result of a rainfall simulation experiment
that the Mg soil surface was more susceptible to sealing
than the Ca soil, regardless of the presence of CaCO3.


There are results showing a higher dispersion of mont-
morillonite and illite in the presence of Na andMg, than in
a Ca and Na system (Bakker and Emerson, 1973; Emerson
and Chi, 1977).


Blaskó and Karuczka (2001) investigated the effect of
water with increasing MgSO4 concentration (from 0 to
30 meq l�1) on some physical properties of the soil. The
infiltration rate, in accordance with the general rule by
which a higher electrolyte concentration causes faster
infiltration, was higher under the influence of higher
Mg2+ concentration in irrigation water. The stability of
micro-aggregates of the irrigated soils did not change.
The swelling and shrinking properties were not influenced
by the MgSO4 in spite of the fact that the exchangeable
magnesium percentage, as a consequence of irrigation with
water of highmagnesium content, got higher than 30, which
was considered according to Ellis and Caldwell (1935) to be
limit value of “magnesium solonetz.” Beside the high
magnesium saturation, the exchangeable sodium content
was negligible. It seems from the results, that the damaging
effect of Mg to soil physical properties is expressed more in
the presence of Na than in Ca–Mg system.

The partly contradictory results on the phy-
sical effects of Mg2+ give the reason for further investiga-
tions, especially in countries where irrigation water rich
in magnesium is widely used.


Effect of anions on physical properties of soil
Taking into account the anion components of soils, two
main groups of salt-affected soils can be distinguished
(Szabolcs, 1969):


� Soils affected by neutral sodium salts (NaCl, Na2SO4).
� Soils affected by sodium salts capable of alkaline


hydrolysis (NaHCO3, Na2CO3, Na2SiO3).


The specific effects of different anions are well known.
The carbonate and hydrocarbonate type of salinization is
much more dangerous from the viewpoint of soil physical
properties than the chloride and sulfate type of saliniza-
tion, especially in soils with smectite type clay mineral.
Even a very little amount (0.1%) of sodium carbonate
can cause dispersion and swelling reducing the soil
hydraulic conductivity and leading to a stop of the
leaching process (Szabolcs, 1969; Várallyay, 1981).


Salinity, availability of water and osmotic stress
In spite of the positive effect of neutral salt content on the
water transport in the soil, the whole water regime of the
soil–plant system is adversely affected by increasing salt
content, because the total available water is much less in
soils with high salinity than in non-salt-affected soils
(Ayers and Westcot, 1976). Because of the high wilting
percentage and higher osmotic potential of the soil water,
a salty soil needs more frequent irrigation and higher
leaching fraction of irrigation water to leach out the salts
from the root zone.


From the point of view of osmotic stress, salinity
caused by soluble calcium salts is the same or sometimes
more dangerous than the salinity caused by sodium salts
(Aceves et al., 1975).


Conclusions
Increasing salinity, in general, caused by neutral salts, cre-
ates better conditions for flocculation and mitigates the
swelling of clay minerals. The consequences of these pro-
cesses are the better structural and water transport charac-
teristics. The cation and anion composition of the soil
water can modify the general rule. The higher the SAR
value of the soil or of the irrigation water, the higher EC
volume is necessary to maintain the good structural and
transport properties.


The diverse effect of neutral and alkali sodium salts is
well defined, but there are partly contradictory results
concerning the physical effects of Mg2+.


In spite of the favorable physical effects of neutral salts,
the extreme increase of their concentration must not be the
solution for the soil physical problems, because the high
salt concentration causes an osmotic stress even in the case
of neutral calcium and magnesium salts.
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Definition
Soil spatial variability. Soil properties measured at differ-
ent locations exhibit different values.
Self similarity. Soil properties measured at points close to
each other are more similar than those located far apart.
Scale. It is a characteristic length or time.
Scale dependency. The statistical measure of soil proper-
ties change with change in scale.
Scale invariance.Ameasure of a soil property at a scale is
a power function of the scale with the exponent indepen-
dent of scale.


Introduction
Soil physical properties are highly variable and exhibit
scale-dependent spatial variability (Nielsen et al., 1973;
Burrough, 1983). For environmental, hydrological, and
agricultural applications, some questions are always being
asked about soil physical properties: What is the most rep-
resentative scale of variability and at which scale should
we measure the soil physical properties? How does the
variability change with scales? How can we interpret and
correlate soil processes over scales, given the information
collected at a given scale? Can we interpolate (disaggrega-
tion) or extrapolate (aggregation) the information from
one measurement scale to others? Can we transfer the
information from local observation to large scales?


These issues arise as the scale of measurements differs
from the scale of application. In another word, the scale
at which the information is collected is different from the
scale at which the prediction is necessary or the informa-
tion will be used. Similarly, the actual scale of soil pro-
cesses is quite different from our scale of observation.
There is always a gap between the scales at which real soil
processes are going on; we measure the soil physical
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properties, and we predict them or we want to use the
information. To make a bridge for the gap, we need to
understand the scaling of soil physical properties.


Concept of scale
Soil physical properties can vary frequently in space and
are called small-scale variability. Similarly, they can vary
slowly in space and are called large-scale variability. The
scale at which the actual soil processes are going on is gen-
erally considered as process scales, whereas the scale at
which measurements of soil physical properties are taken
in field is known as measurement scale or observation
scale. The scale, at which a model is established or used
for validation and prediction, is known as model scale.


Process scale
Though the process scales are related to the spatial dimen-
sion of the natural variability of soil processes, it is defined
as the range of their correlation. This correlation range is
the representative spatial distance within which a soil
physical property behaves similar or the relationship
between multiple soil physical properties does not
change. Within this range, soil physical properties are
autocorrelated as a result of spatial continuity or inter-
sample dependence and are explained as self-similar
(Goovaerts, 1997). The correlation range can be estimated
from the experimental semivariogram, which is the back-
bone of geostatistics. A detailed review of geostatistics
can be found in Trangmar et al. (1985) and Si et al.
(2007). Semivariogram measures the average dissimil-
arity between the pairs of data points. It is a plot of
semivariance (half of the average squared difference
between points that are separated by lag distances) as
a function of spatial separation or lag distance. A well-
behaved semivariogram (Figure 1) increases from a
minimum value at smallest lag (lag = 1) distance or unit
separation until a plateau is reached, where the
semivariance remains constant with increasing lag. The
extrapolated minimum semivariance at lag = 0 is known
as the “nugget,” the lag at which the semivariance reaches
its maximum is called “range,” and the maximum
semivariance value is known as the “sill” (Figure 1).


Different soil physical property may have different cor-
relation range. For example, Zeleke and Si (2005) reported
the correlation range of different soil physical properties
including sand (116 m), silt (173 m), clay (43 m), and
organic carbon (43 m) from a gently undulating field in
cold and subhumid climate in Canada. Further, for the
same soil physical properties, the correlation range
changes from field to field. For example, Ceddia et al.
(2009) reported the correlation length of 56.9 and 86.8 m
for bulk density and sand, respectively in a Brazilian soil.
Sometimes, there may be several processes operating
together contributing to the variability of soil physical
properties, which can be represented as the nested spatial
structure with multiple ranges. Each range is the character-
istic scale of a particular process. Biswas and Si (2009)

reported two ranges of 20 and 120 m, suggesting two
different processes that controlled the variability of soil
physical properties including bulk density, sand, silt, and
clay. The joint correlation length for two soil physical
properties can be identified from the cross semivariogram
analysis. Once the characteristic scales are identified, the
scale information can be used to interpolate the informa-
tion for unsampled locations through a process called
“kriging.” Kriging can produce a detailed map of soil
properties once the dominant scale is identified from the
semivariogram spatial structure.


Multiple processes can operate together at different
scales, thus creating multiple ranges in soil physical
properties. Similarly, the intensity of the processes can
vary over scales and make their contribution to the total
variance scale dependent. For example, one process con-
tributes majority of variance to the total variance at one
scale, while at other scales, it has a different level of
contribution or even may not have any contribution to
the total variance. Some of the processes can also be tran-
sient in time and/or location. Like mean and variance,
semivariogram is a global measure and cannot deal with
transient and location-specific, nonstationary features.
Wavelet analysis can be used in this situation to identify
and separate out dominant scales of variability of soil
physical properties. It is an advanced statistical method
that can partition total variation into different scales and
locations. For example, using wavelet analysis, Si and
Zeleke (2005) reported the scale for organic carbon as
6–24, 60, and 100 m. The dominant scale of variation
between two physical properties can also be identified
from wavelet coherency analysis. The details of wavelet
and wavelet coherency analysis technique in explaining
the variability of soil properties is available in Lark and
Webster (1999), Si (2003), Si and Zeleke (2005), and
Biswas and Si (2008).
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Measurement scale
The scale at which measurements for any soil properties
has been taken is called measurement scale. According
to Blöschl and Sivapalan (1995), measurement scale con-
sists of three important characteristics: spacing, extent,
and support, which are also known as the “scale triplet”
(Figure 2).


Spacing is the distance between samples, extent refers
to the total coverage of the measurements, and support is
the area over which a measurement is taken. All the three
components are needed to uniquely specify the space
dimension of a measurement. The measurement scale
can be small and restricted to ground-based measurement
of a small field (where spacing and extent is small, but
support can be little bigger as each point averages the soil
property over a certain area) or an arial measurement by
remote sensing for a large area (spacing can be variable
based on image resolution, extent is large, and support is
small and represented by a point).


Model scale
Model scale also consists of the “scale triplet” (Blöschl
and Sivapalan, 1995) similar to the measurement scale
(Figure 2). However, it is related to the spatial properties
of model rather than those of measurements. Scale triplets
depend on the resolution of the map to be produced, the
area to be mapped and the area, of which each point in
the map is representative.


Scaling
We often need to use the information from one scale to
another. This change in scale is known as scaling (Beven,
1995). Generally, there are two changes in scale, from the
true processes to the observation (i.e., scaling by measure-
ment) and from the observation to the prediction (i.e., scal-
ing bymodel). How the measurement scale triplets change
the true pattern to be reflected in the observation and how
the model scale triplets change the observation to be
reflected in predictions are the main interest in understand-
ing scaling. There are some similarities in this scaling
(Blöschl and Sivapalan, 1995; Blöschl, 1999). For exam-
ple, small-scale variability will not be captured if the
observation spacing is too large and the large-scale
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Scaling of Soil Physical Properties, Figure 2 The scale triplet (spa

variability will not be captured if the extent is too small.
Similarly, if the support of the observation is too large,
most of the variability will be averaged and smoothed
out. Therefore, the pattern reflected in the measurement
is a filtered true pattern in a real field. The effect of filter
is closely related to the ratio of the measurement scale to
process scales. The small-scale variability will not be
captured if the spacing of the measurement is too large
compared to the process scales. Model scale also has
the similar effect. If the model scale is larger than the
process scales, most of the variability will not be cap-
tured in prediction. The interpolation, extrapolation,
disaggregation, and aggregation of information always
imply the change in scales, which can also be viewed
as filtering. This scaling issue can merely be solved
by simply considering the differences in space. It is
further compounded by the spatial variability of soil
properties and the nonlinear nature of soil processes.
The spatial variability of soil properties can be taken
into account using geostatistics as a linear stochastic
filter, and the nonlinearity of soil processes can be
taken into account through physically based modeling
as nonlinear deterministic filter.


In linear approximation, the small-scale variability
within elements and large-scale variability between
elements add up to the total variability (Isaaks and
Srivastava, 1989). The large-scale processes (larger than
element size) are explicitly presented in the model, and
the small-scale processes (smaller than element size) are
parameterized through some lumped relationships
(Blöschl, 1999). In most cases, the small-scale variability
within an element is unknown (Beven, 1995), and hence
a lumped representation as sub-grid variability (variability
within a sub-grid cells) is appropriate and necessary. The
spatial interpolation through geostatistics is used to repre-
sent the spatial variability of soil processes between
elements.


In geostatistics, the processes can be aggregated
through simple arithmetic averaging and therefore, it
assumes that (1) upscaling from measurements through
simple arithmetic averaging will not have an effect on
the expectation (of mean) and (2) the variable to be
examined is a second-order stationary random variable.
In nature, sometimes it is difficult to satisfy both
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cing, extent, and support). (After Blöschl and Sivapalan, 1995.)
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assumptions as many processes aggregate nonlinearly.
Nonlinearity does not allow aggregating the processes
through simple arithmetic averaging. For example, sup-
pose that soil hydraulic conductivity is measured at
every 5 � 5 cm2 from an area of 10 � 10 m2. The sim-
ple arithmetic average of the 4,000 small-scale soil
hydraulic conductivity measurements will be much
smaller than the measurement made at 10 � 10 m2. If
soil pores are vertically straight, then the simple arith-
metic averaging will lead to a similar result to the
large-scale measurement. In reality, soil pores is
extremely tortuous, and pore connectivity (especially
preferential pores) is much smaller in small soil cores
than in a large area, resulting in much smaller hy-
draulic conductivity from small-scale than from
large-scale measurements. This nonlinearity requires
a distributed physically based model that incorporates
the complexity of the physical processes as much as
possible. In distributed modeling, the extent of
a scale is subdivided into different square grid cells.
This is done through splitting the total spatial variabil-
ity into a small-scale part of variability within ele-
ments and large-scale parts of variability between
elements (Blöschl, 1999).


The above-mentioned scaling methodology is very
pragmatic but is limited to mean and variances. And there
are no theoretical bases for determining if the proposed
scaling method is accurate. An elegant theory was pro-
posed by Mandelbrot (1982) and is very applicable in
upscaling or downscaling of these statistical moments.
The spatial patterns of soil properties observed at different
scales may be related to each other by a power function
(power law relations) (Mandelbrot, 1982), whose expo-
nent is known as fractal dimension:


X qh iðsÞ ! sa; (1)


where X is the spatial series representing soil physical
property, q is the order of moment, s represents scale,
and a is the fractal dimension. Therefore, any statistical
moment of the soil physical property at any scale can be
obtained, once the fractal dimension is known. Fractal
theory has been utilized to investigate and quantitatively
characterize spatial variability over a range of measure-
ment scales (Mandelbrot, 1982; Burrough, 1983). Fractals
were first introduced into soil science in representation of
the particle size distribution, where cumulative mass or
volume is a power function of particle size (Tyler and
Wheatcraft, 1992; Taguas et al., 1999; Millán et al.,
2003). A detail presentation of fractal theory and its appli-
cation to soil science is available in Mandelbrot (1982),
Tyler and Wheatcraft (1992), Perfect and Kay (1995),
and Millán et al. (2003). When the variability of a soil
property can be explained by a single fractal dimension,
it is known as monofractal. Zeleke and Si (2006) found
the monofractal behavior of bulk density and sand and silt
contents in an agricultural field. More often than not, any
spatial statistical moments of soil physical properties

exhibit fractal properties (obey the power law), but the
exponents are different for different order of statistical
moments:


X qh iðsÞ ! saðqÞ; (2)


where a(q) is a function of moment order q. We call this
soil physical property multifractal. For each order of
moment, the soil physical property is monofractal, but dif-
ferent q requires a different a. Multifractal soil properties
are governed by a random multiplicative process, and sys-
tematic analysis of this behavior enables characterization
of complex phenomenon in a fully quantitative fashion
(Stanley and Meakin, 1988). Multifractal is also a tech-
nique that transfers irregular observation into a more com-
pact form and amplifies slight differences among the
variables distribution (Lee, 2002). The knowledge of soil
physical properties being monofractal or multifractal is
very important for scaling. For monofractal soil proper-
ties, any statistical moments can be scaled through
a single exponent (fractal dimension). For multifractal soil
properties, scaling can be done for any statistical moment,
but the scaling exponent is different for different order of
statistical moments.While fractal analysis is a very power-
ful tool for obtaining scaling exponents, different soil
physical properties can be fractal or nonfractal, and there
are a priori methods to determine if a soil physical prop-
erty is fractal or nonfractal. Therefore, measurements at
different scales have to be taken before we can determine
whether the soil properties are fractal or not. The organic
matter (Kravchenko et al., 1999; Zeleke and Si, 2005;
Zeleke and Si, 2006) and clay content (Zeleke and
Si, 2005; Zeleke and Si, 2006) showed multifractal behav-
ior, while bulk density, sand, and silt (Zeleke and Si, 2005;
Zeleke and Si, 2006) showed monofractal behavior, indi-
cating that organic matter and clay content are more
heterogeneous than bulk density, sand, or silt.

Summary
Soil physical properties vary from location to location and
at scales. This article addresses the basic concepts of scale
and the scaling or the transfer of information from one
scale to another. The spatial distance of the natural vari-
ability of soil processes, which can be identified as the dis-
tance within which a soil property behaves similar or the
correlation between multiple properties does not change
is known as the processes scale. Geostatistics can identify
the distance of spatial correlation as the “range.” The pro-
cess scale varies with field and environmental situation.
Sometimes, there can be several processes operating
together in a field representing through multiple ranges.
These processes sometimes may operate at different inten-
sities and at different locations. Wavelet, an advanced
mathematical analysis, can deal with scale- and location-
specific variability. The scale- and location-specific vari-
ability between two properties can be identified through
wavelet coherency analysis. The characteristic scales can
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be used to predict the soil properties at unsampled loca-
tions through “kriging.” The process scale is the actual
scale of occurrence of soil processes. However, the mea-
surements are not always recorded at process scales. The
measurement scale depends on the spacing or distance
between measurement, extent, or total coverage of mea-
surement, and the support or the area of the measurement.
These “scale triplets” are also important for model scale,
which depends more on the spatial properties of models
than measurements.


Now the change in information from true processes to
observation and from observation to prediction is known
as scaling. The aggregation, disaggregation, interpolation,
and extrapolation always imply change in scale or scaling.
However, the spatial variability and the nonlinear nature
of soil process do not allow simple consideration of space.
The former can be taken into consideration as a linear
stochastic filter and the later through physically based
modeling as deterministic filter. However, these methods
are limited to means and variances. The higher-order sta-
tistical moments can be upscaled or downscaled if the spa-
tial pattern of soil properties observed at different scale
can be represented through a power function. This is
known as power law relationship. Once the relationship
is observed, any statistical moments of soil physical prop-
erties can be obtained at any scales. This is known as frac-
tal relationship. The relationship over scales can be
represented through a single dimension, which is known
as monofractal or can be different for different statistical
moments, which is known as multifractal. This type of
behavior of soil properties is important for scaling.
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Cross-references
Agrophysical Properties and Processes
Fractal Analysis in Agrophysics
Mapping of Soil Physical Properties

SEED


See Grain Physics

SEEPAGE


Percolation of water through the soil from e.g., a pond,
ditches, watercourses, or water storage facilities.
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SELF SIMILARITY


See Scaling of Soil Physical Properties

SENSORY EVALUATION


The application of design and statistical analysis to the use
of the senses to evaluate food products.

SHEAR STRENGTH


The ability of a material to withstand shear stress.

SHEAR STRESS


A stress state resulting in a change of material (e.g., soil,
plants) shape.
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SHEET EROSION


The removal of relatively uniform thin layer of soil from
the land surface by rainfall.


Cross-references
Water Erosion: Environmental and Economical Hazard

SHEET FLOW


Overland water flow in a thin sheet of uniform thickness.


Cross-references
Overland Flow

SHRINKAGE


See Shrinkage and Swelling Phenomena in Agricultural
Products; Shrinkage and Swelling Phenomena in Soils

SHRINKAGE AND SWELLING PHENOMENA
IN AGRICULTURAL PRODUCTS


Bohdan Dobrzański, Jr.
Pomology Department, University of Life Sciences,
Lublin, Poland
Institute of Agrophysics, Polish Academy of Sciences,
Lublin, Poland


Synonyms
Shrinkage and swelling of food


Definition
Shrinkage–The physical phenomenon of a body becom-
ing smaller frequently observed during drying.
Swelling–The physical phenomenon where a porous body
becomes larger by absorbing water or during imbibition
and hydration processes.


Introduction
The present demand for high-quality products in the food
market requires dehydrated foods that maintain most of
the quality characteristic of the fresh product. Dehydration
of agricultural products is one of the most common pro-
cesses used to improve food stability, because it decreases
considerably the water activity of the material, reduces
microbiological activity, andminimizes physical and chem-
ical changes during its storage (Mayor and Sereno, 2004).


One of the most important physical changes that agricul-
tural products undergo during drying is reduction of exter-
nal volume due to shrinkage. Shrinkage of food materials
has a negative impact on the quality of the dehydrated prod-
uct. Loss of water and heating cause collapse in the cellular
structure of products. Changes in shape and volume
increase hardness, which in most cases has a negative
impression on the consumer. However, some dried food,
such as raisins, dried plums, peaches, and dates, have con-
sumer acceptance as traditionally shrunken products.


Shrinkage of agricultural products and food
Whenwater is removed frommaterial, a pressure unbalance
is produced between the interior of the material and the
exterior, generating contracting stresses that lead tomaterial
shrinkage or collapse, changes in shape, and occasionally
cracking of the product. For this reason, drying under vac-
uum, as in freeze-drying, leads generally to much less
shrinkage (Mayor and Sereno, 2004). Shrinkage of food
materials increases with the volume of water removed. In
some cases, the mechanical equilibrium is reached when
shrinkage of the material equals volume of removed water.
This behavior is observed during the whole drying process.
In other cases, however, the volume of removed water dur-
ing the final stages of drying is larger than the reduction in
sample volume. This behavior can be explained by the
decrease in the mobility of the solid matrix of the material
at low moisture contents, as described below.



http://www.wordiq.com/definition/Shear_stress
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In food systems shrinkage is rarely negligible, and it is
advisable to take it into account when predicting moisture
content profiles in the material undergoing dehydration.
For such purposes, different types of models that predict
volume change in the material are available and should
be used. Several authors have reviewed the process of
food dehydration both from an experimental and model-
ing viewpoint, pinpointing new approaches andmethodol-
ogies (Mayor and Sereno, 2004).


White and Bell (1999) tried to relate the effect of col-
lapse and porosity with the kinetics and extension of some
chemical reactions in foods undergoing drying and further
storage. In this case, a model food system was composed
by glucose and glycine included in an inner matrix. They
tried to eliminate porosity due to structural collapse by
decreasing the glucose loss rate constant, but this had
a minimal effect on the rate of brown pigment develop-
ment associated with the Maillard reaction.

Mechanism of shrinkage
Given a physical description of the shrinkage mechanism,
a classification of the different models was presented by
Mayor and Sereno (2004) to describe this behavior in food
and agricultural materials undergoing dehydration. The
models were classified in two main groups: empirical
and fundamental models. Empirical models are obtained
by means of regression analysis of shrinkage data. Funda-
mental models are based on a physical interpretation of the
structure of food materials and try to predict dimensional
changes due to volume variation of the different phases
in the food system during the drying process. Several
models were compared with experimental data on air dry-
ing of several fruits and vegetables. Average relative devi-
ations between experimental and predicted values of
shrinkage found were, in most cases, less than 10%
(Mayor and Sereno, 2004). This approach is more funda-
mental and based on a physical interpretation of the food
system and tries to predict geometrical changes based on
conservation laws of mass and volume. In both cases, lin-
ear and nonlinear models result to describe shrinkage
behavior versus moisture content.


Most of agricultural products are solid or semi-solid
food and are highly heterogeneous materials that may be
considered as consisting of a three-dimensional solid net-
work or matrix holding usually large quantities of a liquid
phase, in most cases an aqueous solution. Biopolymers are
the common structural elements of the solid matrix. The
particular structure of the material and the mechanical
characteristics of its elements at equilibrium define sample
volume and determine its size and shape.


The mobility of the solid matrix is closely related to its
physical state; high mobility corresponds to a viscoelastic
behavior typical of a rubbery state while low mobility cor-
responds to an elastic behavior typical of a glassy state.
Levi and Karel (1995) found that mobility of the solid
matrix is a dynamic process with rates that depend on the
difference of temperature of the sample undergoing

dehydration and glass transition temperature. At high
moistures, when thematerial is in the rubbery state, shrink-
age almost entirely compensates for moisture loss, and
volume of the material decreases linearly with moisture
content. At low moisture content, glass transition temper-
ature increases, allowing the material to pass from the rub-
bery to glassy state, and the rate and extension of
shrinkage decreases significantly. When the drying pro-
cess is in the range of low moisture content where phase
transition from rubbery to glassy state is going on, rigidity
of the material stops shrinkage and parallel pore formation
may occur.


The mechanism of shrinkage in seeds and grain
In the early 1970s, Overhults et al. (1973) observed the
physical damage in soybeans, as indentations or cracks
and splits, during drying. In view of these problems, espe-
cially in the legume seed industry, several authors elabo-
rated on the optimum drying conditions for minimizing
seed coat cracking. The major problem in the drying of
beans and seeds with heated air is the splitting of the seed
coat (Liu et al., 1989; 1990). However, in the study of
stress cracking due to drying, the decreasing moisture con-
tent of grains is essential to this mechanism. On the other
hand, the modulus of elasticity of the seed coat varies with
moisture level (Dobrzański, 1998; 2000). Looking for the
mechanism responsible for the splitting of seed coat,
a determination of the elasticity limit of the seed coat
and its resistance to tension for various legume seeds,
was the essential in understanding the mechanism of
cracking due to seed coat shrinkage.


All results reported by Dobrzański (2002a) made the
bases for the shrinkage model of the seed coat being dry-
ing with a hot air. The model presents a spherical seed in
a stream of hot air. The wet seed of large volume is
surrounded by the seed coat. During drying, the seed coat
reduces its size, which leads to rapid shrinkage. The
shrinkage leads to a tension stress in the seed coat, involv-
ing an increase of inner pressure of low compressibility
cotyledons. In this case, each point of spherical shell rep-
resents a plane stress, where the principal stress in each
direction is equal. To determine a criterion of tension
strength for the seed coat, it is sufficient to estimate cir-
cumferential stress in a cross-section of the seed
(Dobrzański, 1998).


Unbalanced seed coat shrinkage of the seed
in layer
Most seeds in real conditions are located on the layer or
inside the layer where each seed has three or more contacts
with others. In these areas, the contact zone limits the
inflow of air so that free parts only are subject to shrink-
age. The shrinkage leads to tension and elongation in the
wet part of the contact area. Determination of the strain
of the seed coat and elasticity modulus allows estimating
criteria of tension. For this purpose, the shrinkage, strain,
ultimate elongation at rupture, and modulus of elasticity
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must be determined experimentally at wide ranges of
moisture. The results obtained at tension of the seed coat
showed that the increase of moisture content involves
the decrease of force at breakage. In seed coat strength-
differentiated cultivars, however, shrinkage stress was fre-
quently higher than tension strength of the seed coat. The
force induced by the shrinkage also depended on drying
conditions. The highest shrinkage of the seed coat for all
cultivars was noticed in heated air. Low temperature and
slow stream of air involved less shrinkage. The relevance
was the phenomenon that rapid decrease of temperature
during drying involved additional 25% shrinkage.
Dobrzański (1998) clarified the reason for the coat split
in cold air after drying in hot air. He observed this phe-
nomenon for all beans, peas, and other legume seeds.
Shrinkage of the seed coat at drying lead to its stress and
splitting. The results obtained in all experiments proved
that frequently the stress was higher than the strength of
the seed coat. It is the main reason for seed coat cracking
during drying (Dobrzański, 2002b).


Surface cracking
Surface cracking is another phenomenon that may occur
during drying. This happens when shrinkage is not uni-
form during the drying process, leading to the formation
of unbalanced stresses and failure of the material. Crack-
ing of food materials has been reported by several authors:
in soybeans (Mensah et al., 1984; Dobrzański, 2000) and
corn (Fortes and Okos, 1980). This cracking phenomenon
has been successfully modeled by coupling equations of
heat and mass transfer by Akiyama et al. (1997) and
Litchfield and Okos (1988). Another important conse-
quence of shrinkage is the decrease of rehydration capabil-
ity of the dried product. McMinn andMagee (1997), in the
air drying of potatoes at different process temperatures,
reported that when comparing samples with the same
moisture content but a different degree of shrinkage due
to the different drying conditions used, a lower dehydra-
tion capacity corresponded to most shrunk samples.


Swelling of seeds and grain
Shrinkage of seeds is a physical phenomenon observed
during maturating or dehydrating processes. On the other
hand, swelling of seeds is the opposite process and physi-
cal phenomena observed during soaking of grain or during
hydration of formerly dried material for long storage as
sieving material. For legume seeds, the first stage only,
connected with imbibitions of water is a physical phenom-
enon; however, further hydration is related to biological or
chemical processes.


Dobrzański (1998) has tested the influence of water
capacity on seed volume increase of different pea seed,
soya, french bean (yellow-pod and green-pod), bean, faba
bean, and bread bean. The effect of moisture content on
expansion volume and dimensions of beans was observed
in the initial phase of swelling. Further, a rapid decrease of
moisture content of the seed coat caused the shrinkage

during drying, leading to stress. With an increase of mois-
ture content, the seed coat of legume seeds decreased its
strength (Dobrzański, 2002b). The increase of moisture
content of legume seeds caused considerable deforma-
tions in its shape that lead to increase of volume. In the ini-
tial phase of swelling, only the shell is soaked and its
shrunken area increased. Further, seed cotyledons become
larger, causing seed coat filling, leading the shell tension-
ing till its disruption. The relative elongation of the seed
coat allows calculating stress during seed swelling. The
problem consists of determining the surface area of the
seed coat surrounding two cotyledons. It is characteristic
that the shape and volume of wet seed is not equal after
drying and second soaking.

Rate and temperature of drying
If rapid drying rate conditions are used and intense mois-
ture gradients through the material are observed, low
moisture content of the external surface may induce
a rubber–glass transition and the formation of a porous
outer rigid crust or shell that fixes the volume and compli-
cates subsequent shrinkage of the still rubbery inner part
of the food. If low drying rate conditions are used, diffu-
sion of water from the inner to the outer zone of the mate-
rial happens at the same rate as evaporation from the
surface and no sharp moisture gradients are formed in
the material, which shrinks uniformly until the last stages
of drying. This behavior was noticed by Mayor and
Sereno (2004). The shell formation effect cannot be
observed if drying conditions do not allow a phase transi-
tion in the outer zone material, even at high drying rates.
Willis et al. (1999), during drying of pasta, observed
a higher shrinkage when samples were dehydrated at
higher temperature (100�C) than in samples dehydrated
at 40�C at the same relative humidity of air. In the first
case, drying temperature was greater than the glass transi-
tion temperature of the pasta, and the product remained in
the rubbery state and shrank uniformly during the whole
drying process. In the second case, the case hardening
effect was observed due to a glass transition in the surface
of the material that decreased shrinkage and increased
residual stresses in the dried material, which underwent
cracking and breakage during storage. Mayor and Sereno
(2004) presented the influence of different process condi-
tions in volume change of the materials during dehydra-
tion. In most cases, such analysis has been done,
studying the effect of each single process condition like
temperature, velocity of air, or relative humidity of air.
Unfortunately, the results of these works are often unclear
as to the influence of these process conditions on
shrinkage.


Drying of foods is a complex process involving simul-
taneous mass and energy transport in a system that suffers
different changes in its chemical composition, structure,
and physical properties. As suggested before, it is the
combined effect of process conditions when facilitating
the formation of a crust or shell in the external surface of
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the product during the initial stage of the drying process
that determines the type and extent of shrinkage.


The force induced by the shrinkage depended also on
drying conditions. Dobrzański (1998) presented that, in
some cases, an increase of drying temperature produced
less shrinkage. However, the highest shrinkage of the seed
coat for all cultivars was noticed in heated air. Low tem-
perature and slow stream of air involve less shrinkage.
This approach is more fundamental and is based on
a physical interpretation of the food system that tries to
predict geometrical changes based on conservation laws
of mass and volume. In this case, both linear and nonlinear
models result to describe shrinkage behavior versus mois-
ture content.


Summary
Shrinkage of agricultural products is a common physical
phenomenon observed during different dehydration
processes. On the other hand, swelling of various agri-
cultural products is a physical phenomenon observed
during soaking of plant materials or during hydration of
formerly prepared-for-preservation dried food. For some
plant materials, e.g., legume seeds, the first stage only,
connected with imbibition of water, is a physical phenom-
ena, however, further hydration is related to biological or
chemical processes. Shrinkage of food materials increases
with the volume of water removed, since the more water
removed, the more contraction stresses are originated in
the material. In some cases, the mechanical equilibrium
is reached when shrinkage of the material equals volume
of removed water. These changes affect the quality of
the hydrated or dehydrated product and should be taken
into consideration when predicting moisture and tempera-
ture profiles in the dried or soaked material. Temperature
and moisture gradients can cause stresses in agricultural
products. However, shrinkage in the seed coat is a phe-
nomenon observed during drying, leading to its stress
and splitting.
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SHRINKAGE AND SWELLING PHENOMENA IN SOILS


Pascal Boivin
University of Applied Sciences of Western Switzerland
(HES-SO), Geneva, Switzerland


Definition
The soil shrinkage is defined as the specific volume change
of soil relative to its water content and is mainly due to clay
swelling properties (Haines, 1923; Stirk, 1954). It can be
measured in most soils with more than 10% clay content
(Boivin et al., 2006) and shows a typical S-shape
(Figure 1). This process is reversible with changes in water
content and the reverse to shrinkage is swelling.
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Shrinkage and Swelling Phenomena in Soils, Figure 1 Typical shrinkage curve of an undisturbed soil sample, with the transition
points between the shrinkage domains. Note the position of the saturation line, delimiting air in the porosity (above) and water
in the porosity (below).
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Shrinkage is due to the volume change of the soil
plasma and to some extent of the structural porosity with
water content. The plasma is made of the colloidal constit-
uents of the soil and is often referred to as clay matrix. Its
porosity is often assimilated to the textural porosity as
introduced by Childs (1969). The swelling factors in the
plasma are the phyllosilicates and the organic matter,
while binding elements (e.g., oxides and salts) tend to
limit the plasma swelling. Therefore, soil shrinkage is
closely related to the type of and content in colloids
(Braudeau and Bruand, 1993; Boivin et al., 2004, 2009).
Shrinkage is at the origin of crack forming in soils, and
is, therefore, a major factor of soil structure resilience.


Soil shrinkage was first studied with the aim to quantify
the soil structural behavior (Haines, 1923; Lauritzen and
Stewart, 1941; Stirk, 1954; McGarry and Daniells,
1987), based on the observation that the swelling capacity
of the soil quantifies the ability of the structure to with-
stand the drying forces, thus quantifying the
hydrostructural stability with the slope of the shrinkage
curve (Schäffer et al., 2008).


Based on the modeling of the shrinkage curve with the
conceptual model XP (Braudeau et al., 1999), shrinkage
analysis is now used to provide a full quantification of
the soil pore systems (plasma and structural porosity),
their deformation and air and water content at any soil
water content, the pore size distribution of the structural
pores, and the hydrostructural stability (Schäffer et al.,
2008; Milleret et al., 2009), with applications to the

diagnosis of soil biota or soil management impact on soil
properties.


The shrinkage curve of undisturbed soil clods was first
estimated by measuring the volume of multiple soil clods
at different water content (Haines, 1923). It is now deter-
mined continuously together with the water retention
curve using a shrinkage apparatus, thus providing inex-
pensive, accurate, and reliable data (Braudeau et al.,
1999; Boivin et al., 2004). In some cases it has been
determined in situ (Coquet et al., 1998; Cabidoche and
Ruy, 2001).


Shrinkagemodels were developed at two scales: namely
plasma (clay matrix) and soil clods. All plasma models
(Sposito, 1973; Chertkov, 2003) acknowledge the shrink-
age behavior of clay pastes (Tessier et al., 1992), which
remain saturated along most of their water content range,
thus following the saturation line (load line) until the limit
of plasma deformation allows air to enter the plasma
porosity upon loss of water (air entry point) (Figure 2).


Shrinkage models can be split in shape fitting, deter-
ministic and conceptual models. In the first category, Peng
and Horn (2005) proposed to fit the Van Genuchten
Equation to both shrinkage and water retention curves,
and Boivin et al. (2006) follow this line using the XP
model to show the similarity between the curves. In the
second category, Chertkov (2008) proposed to model the
S-shape behavior based on the clay-paste behavior and
simple assumptions on aggregate structure. The concep-
tual XP model is widely used because it allows a unique
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characterization of the soil physical properties with
shrinkage analysis (cited refs).


Summary
Shrinkage is a general property of soils mostly due to its
colloidal constituents, and play a major role in structure
forming and resilience. The shrinkage curve of an
undisturbed soil clod can be measured easily and quasi
continuously together with the water retention curve.
Shrinkage analysis based on the fitting of a conceptual
model on the shrinkage curve allows a full characteriza-
tion of the soil pore systems and their swelling dynamic
with water. The corresponding properties show large cor-
relations with the content in soil colloids and allow unique
assessment of the impact of soil management on soil prop-
erties. Shrinkage analysis is, therefore, of growing interest
in soil science as acknowledged by the increasing number
of references.
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SLAKING


The partial breakdown of soil aggregates in water due to
the swelling of clay and the expulsion of air from pore
spaces. http://dictionary.babylon.com/slaking/
See Shrinkage and Swelling Phenomena in Agricultural
Products
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SLOPE STABILITY


See Plant Root Strength and Slope Stability

SNOWMELT INFILTRATION


Yukiyoshi Iwata
Climate and Land-use Change Research Team, National
Agricultural Research Center for Hokkaido Region,
NARO, Sinsei Memuro, Hokkaido, Japan


Definition
Snowmelt infiltration is the process by which snowmelt
water enters the soil.


In this process, the winter precipitation stored on the
soil surface as snow melts and infiltrates the soil when
the snow temperature rises to above 0�C. This may occur
in response to periods of warm weather during winter, but
primarily occurs in early spring.


The infiltration rate is heavily influenced by the existence
of frozen soil and a layer of ice on the soil surface. However,
soil does not freeze in the field when there is enough
snowcover to insulate the soil from the cold air during win-
ter (Iwata et al., 2010). In such cases, the infiltration process
of the snowmelt water is the same as that of rainwater in
summer and the infiltration rate is determined by pore
geometry and its continuity. However, the process of the
snowmelt infiltration into the frozen ground is significantly
different from that of rainwater infiltration. During the early
snowmelt period, thewater infiltrating into large pores, such
as macropores, freezes quickly and does not percolate to
deeper soil layers. However, the snowmelt water can infil-
trate into small pores because the water in such pores does
not freeze (Miller, 1980), even when the soil temperature
is below zero, although the movement of water through
these pores is slow.During the late snowmelt period, the soil
temperature of the frozen layer increases to almost 0�C. The
liquid water canmove through large pores during this stage,
but the ice in large pores, which is formed by the soil freez-
ing during winter or the refreezing of infiltrated meltwater
in early spring, reduces the rate at which water infiltrates
frozen soil. Snowmelt water or surface ponding after the
snowmelt period infiltrates the ground rapidly after the ice
in the large pores melts in response to heat supply from
the upper and bottom portion of the frozen layer. The ice
layer at the soil surface, which is formed by surface ponding
by rain or snowmelt in the beginning of winter or refreezing
of snowmelt water in late winter, also impedes the infiltra-
tion of snowmelt (Bayard et al., 2005). Therefore, snowmelt
infiltration into the frozen ground is determined by the
movement of heat and water in the soil and snow layers,
and it is strongly influenced by ice and liquid water content,
air porosity, soil temperature, frost depth, and the presence
of an ice layer at the soil surface, and not simply pore
geometry.

Snowmelt infiltration has some harmful effects on agri-
culture. For example, a poor snowmelt infiltration rate
induces a substantial amount of runoff, which is accompa-
nied by soil erosion in some regions, even when the rate of
snowmelt is not high. Prolonged surface ponding in level
frozen lands causes excess water injury for grass and win-
ter wheat. Decreased snowmelt infiltration into the ground
results in shortages in the water available to plants in sub-
sequent seasons.
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SOIL AERATION


See Aeration of Soils and Plants

SOIL AGGREGATES


See Physical Protection of Organic Carbon in Soil
Aggregates

SOIL AGGREGATES, STRUCTURE, AND STABILITY


Apostolos Papadopoulos
Research and Development, Branston Ltd, Branston, UK


Synonyms
Soil clod; Soil stability; Soil structure


Definition
Primary soil particles held together by cohesive forces,
secondary particles and organic matter, form soil aggre-
gates. Stability of an aggregate is its ability to resist
stresses such as tillage, swelling, and shrinking processes
and fast wetting by raindrops which cause aggregate
disintegration.


Introduction
Soil aggregates vary in size and shape and the arrange-
ment of soil aggregates is called soil structure which is
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an important soil physical property. Awell-structured soil
aggregate, typically associated with agricultural impor-
tance, consists of primary particles in such arrangement
to offer good aeration, water movement and storage, bio-
logical activity, and stability, which are vital for optimum
plant growth. Soil aggregate stability is an important mea-
sure for assessing soil structural quality. Stable soil aggre-
gates form a stable soil structure, which allows optimum
movement and storage of gases, water, nutrients, biologi-
cal activity, and energy. These activities occur in the pore
structure which is created between the aggregated primary
particles and are constantly at a dynamic state. The stabil-
ity of soil structure is responsible for soil degradation, i.e.,
soil erosion and crusting, which affects negatively soil
sustainability, crop establishment, and eventually, yield.


Measuring aggregate stability
Measuring soil aggregate stability is a mean of assessing
soil structural condition. Various methods exist to measure
soil aggregate stability and each of them simulates
a mechanism of aggregate breakdown. Le Bissonnais
(1996) reported four main mechanisms of aggregate
breakdown: (a) slaking due to compression of entrapped
air during wetting, (b) microcracing due to differential
swelling, (c) mechanical breakdown, and (d) physico-
chemical dispersion due to osmotic stress. A short
overview of methods used for aggregate stability measure-
ment can be found, e.g., in Le Bissonnais (1996) or in
Diaz-Zorita et al. (2002). Selection of the methods and
interpretation of its results depends on the purpose of the
measurement. The most common method used for aggre-
gate stability measurement is wet sieving. Other methods
are based, e.g., on the simulation of raindrop energy
impact, ultrasonic dispersion, or breakdown of aggregates
after sudden immersion in water (Rohoskova and Valla,
2004). Among soils containing much organic carbon, fast
wetting will probably give a better separation of values
than slow wetting. By contrast, the low-energy slow-
wetting treatments will be better for distinguishing among
weak aggregate soils (Le Bissonnais, 1996).


Soil aggregation and stability
Oades (1984) suggested that macro-aggregates (>250 mm
diameter) do not just bind existing micro-aggregates
(<250 mm diameter) together, but that new micro-
aggregates are formed preferentially within stable macro-
aggregates. Mucilage produced during decomposition of
organic fragments inside the macro-aggregate interacts
with clay, which begins to encrust the organic fragment,
eventually to an extent where the degradation of the
organic material is retarded. Over time, binding agents in
macro-aggregates degrade, resulting in a loss of macro-
aggregate stability and the release of stable
micro-aggregates, which become the building blocks of
the next cycle of macro-aggregate formation (Six et al.,
2000). Micro-aggregates exhibit greater stability than
macro-aggregates and better protect soil organic matter

(SOM) against microbial decay (Tisdall and Oades,
1982; Skjemstad et al., 1990). Six et al. (2000) and Denef
et al. (2001) reported that the formation of these micro-
aggregates within macro-aggregates is negatively related
to the rate of macro-aggregate turnover and therefore is
strongly affected by management factors such as tillage
and residue management. Therefore, the degree of stable
micro-aggregation, rather than stable macro-aggregation,
might play a more important and direct role in the relation
between SOM sequestration and management of agricul-
tural soils (Pulleman et al., 2005). Watts et al. (2001) also
found that an understanding of the formation and stabiliza-
tion of micro-aggregates is crucial not only because they
are a key component of the soil structural hierarchy but
also because they help control the dynamics of soil
organic matter turnover. In addition to being the primary
cause of crusting, aggregate breakdown is responsible
for the production of micro-aggregates and particles,
which are easily transported by runoff and splash (Le
Bissonnais, 1996).


The measurement of aggregate stability is a particularly
destructive method where thoroughly desiccated aggre-
gates are submerged in water. The water drawn in to each
aggregate over its entire periphery may trap and compress
the air originally present in the dry aggregate. As the cohe-
sive strength of the outer part of the aggregate is reduced
by swelling, and as the pressure of the entrapped air builds
up in proportion to its compression, the latter may eventu-
ally exceed the former and the clod may actually explode.
More typically, however, a series of small explosions,
each marked by the escape of a bubble of air, shatters the
clod into fragments (Hillel, 1998).


Angers and Caron (1998) observed that wetting and
drying cycles caused by crop roots influence the extent
of soil fragmentation and aggregate formation, i.e., drying
produces cracks and induces fracture of aggregates. Plant
growth will influence the magnitude, frequency, and
effects of these cycles on aggregation (Semmel et al.,
1990). For instance, Materechera et al. (1992) observed
that repeated wetting/drying cycles associated with root
growth resulted in the production of smaller aggregates.
Penetrating roots can mechanically break up existing
aggregates, but they also stabilize surrounding aggregates
through drying the soil and root exudation with its associ-
ated microbial activity (Six et al., 2004). Materechera et al.
(1994) found that, even at constant water potentials, roots
decreased the proportions of already formed large water
stable aggregates by 20–50%.


Haynes et al. (1991) suggested that increase in aggre-
gate stability during a short-term pasture is due principally
to production of binding carbohydrates by the large micro-
bial biomass present in the pasture rhizosphere.When pas-
ture is ploughed under, the microbial biomass declines as
does aggregate stability, and the increase in aggregate sta-
bility following pasture establishment is considerably
more rapid than the increase in clod porosity. Six et al.
(1998) suggested that the very small effect of organic
farming on micro-aggregate characteristics and associated
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carbon (C) stabilization may be caused by the effect of till-
age on aggregate turnover. The paucity of organic resources
that stimulate the formation ofmicro-aggregates during pas-
sage through earthworms and other biotic processes that
result in the formation or stabilization of micro-aggregates
may also play an important role. Hillel (1998) stated that
in addition to increasing the strength and stability of intra-
aggregate bonding, organic products may further promote
aggregate stability by reducing wettability and swelling.
Some of the organic materials are inherently hydrophobic,
or become so as they dehydrate, so that the organo-clay
complex may have a reduced affinity for water. It has been
established that the inclusion of organic materials within
soil aggregates reduces their decomposition rate (Oades,
1984). Six et al. (1998) suggested that increased macro-
aggregate turnover under conventional tillage is a primary
mechanism causing decreases of soil C.


Organic matter and aggregate stability
Organic matter (OM) and soil structure are strongly
related: OM binds mineral particles into aggregates and
reduces the susceptibility of soil to slaking (Tisdall and
Oades, 1982). In turn, stable aggregates may enhance the
physical protection of OM against decomposition under
grassland or reduced tillage compared with conventional
tillage systems (Six et al., 1998). OM concentration and
soil aggregate stability have therefore been proposed as
important soil quality indicators (Six et al., 2000; Saggar
et al., 2001). Organic matter is routinely added to soils in
organic farming, while intensive arable agriculture can
lead to a decline in both organic matter levels and stability
of soil structure (Watts et al., 2001). The effects of organic
amendments on aggregate stability will depend also on
their composition and subsequent effects on biological
activity. The important role of fresh OM in aggregate sta-
bility explains why most research has found better correla-
tion between components of OM (e.g., water-soluble
carbohydrates) and stability than between total OM and
stability (Shepherd et al., 2002).


Concerns have been expressed that soils might suffer
long-term degradation under intensive agriculture, particu-
larly to soil structure, due to reductions in soil organic mat-
ter levels (MacRae and Mehuys, 1985; Sommerfeldt and
Chang, 1985). This has wide-reaching negative secondary
effects, e.g., the ameliorative actions of soil organisms are
decreased, resulting in a soil with a reduced A horizon,
reduced range and size of pores, and less-developed, finer
and weaker aggregates (Kay, 1990). These traits are associ-
ated with soils susceptible to physical degradation, i.e., ero-
sion and surface crusting (Poincelot, 1986) resulting in poor
crop establishment, and eventually, yield.


Six et al. (1998) developed a conceptual model to
explain the influence of disturbance (e.g., tillage) on soil
carbon (C) stabilization rates. Their model links a propor-
tion of the C lost upon disturbance to the increased turnover
of macro-aggregates. A disturbance-induced increase in

macro-aggregate turnover inhibits formation of micro-
aggregates within macro-aggregates and the long-term
sequestration of C within micro-aggregates.


Golchin et al. (1994) proposed that when fresh plant
material (as surface residues or roots) enters the soil, it
induces the formation of aggregates because it stimulates
the production of microbial-derived binding agents by
being a C source for microbial activity. During decompo-
sition, plant material fragments or particulate organic mat-
ter (POM) gradually becomes encrusted with clay
particles and microbial products to form the core of stable
micro-aggregates. Microbial mucilages and metabolites
further impregnate the mineral crust surrounding the still
decomposing organic cores to form very stable micro-
aggregates (Six et al., 2004).


Soil aggregation, slaking and pore morphology
Six et al. (2000) and Denef et al. (2001) reported that the
formation of micro-aggregates within macro-aggregates
is negatively related to the rate of macro-aggregate turn-
over and is therefore strongly affected by management
factors such as tillage and residue incorporation. Aggre-
gates released by the slaking of macro-aggregates contain
less OM on average and appear unable to form stable
macro-aggregates (Six et al., 1998, 2000). Papadopoulos
et al. (2009) found contrasted results as the analysis of
OM fractionation demonstrated that neither the light frac-
tion nor the intra-aggregate fraction of OM affected aggre-
gate stability. This suggests soil aggregates may be at
different stages of aggregate turnover at the time of sam-
pling. Therefore, within a soil sample, some macro-
aggregates may have been formed recently by stable
micro-aggregates, while others may be breaking down to
release micro-aggregates. This would provide false results
by applying the slaking method, although it has been
proved stability measurements by slaking are constant
and not affected by the aggregate turnover stage. There-
fore, observations of stability can advise on the rate of
aggregate turnover and how long stable-formed aggre-
gates may last. It is likely that conventional management
promotes a faster aggregate turnover (macro-aggregate
breakdown) resulting in the production of unstable
macro-aggregates comprised of micro-aggregates with
less OM than organic management, as they are formed in
less time inside macro-aggregates and typically there is
less OM supplied in conventional management
(Papadopoulos et al., 2009).


Slaking is dependent on increased pressure inside soil
pores; therefore, pore morphology is an important factor
influencing this process. These pores are formed by the
binding of micro-aggregates into stable macro-aggregates.
During this process, intra-aggregate pore morphology
depends on the assemblage of the micro-aggregates which
can be measured by pore roughness. Papadopoulos et al.
(2009) performed fractal analysis between organic and
conventionally managed soils which showed that organic
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soils promoted the formation of soil aggregates which
consisted of pores with slightly greater perimeter fractal
D compared to conventional soils. Therefore, proposed
that one of the factors affecting soil aggregate stability is
the morphology of pores within both micro- and macro-
aggregate pore spaces, the “rougher” the pores, the greater
the aggregate stability. This is partially supported by the
findings of Bresson and Moran (2004), who reported that
aggregate stability does not necessarily decrease with
decreasing macroporosity but is rather related to the bal-
ance between changes in macro- and microporosity.


Hallett et al. (2000) found that the soil aggregate
strength increased exponentially with decreasing aggre-
gate size. Fracture mechanics theory predicts that at each
level of aggregate breakdown, the largest cracks are con-
sumed. Results show a decrease in the proportion of
cracks on soil fracture surfaces with decreasing aggregate
size which is direct evidence that at each level of aggregate
breakdown, the “weakest link” is stronger. Cracks are
thought to affect soil strength by one of two mechanisms.
The most basic is that cracks weaken soil by reducing the
number of particle bonds. More recently, it has been dis-
puted that this theory is incorrect and that cracks reduce
strength by intensifying stresses at their tips as described
by fracture mechanics theory (Hallett et al., 2000).


X-ray Computed Tomography (CT) together with other
3D imaging techniques including NMR and synchrotron
are becoming increasingly popular in geoscience, offering
the ability to further investigate the intact properties of soil
aggregates. At the microscale, the topology and connec-
tivity of the intra-aggregate pore network is of crucial
importance for microbial processes, the sequestration of
organic carbon, water storage, and transport properties
which are greatly associated with processes evolving
at the larger scale (for more reading see Noninvasive
Quantification of 3D Pore Space Structures in Soils).


Summary
Soil aggregate stability is an important measure for the
evaluation of soil structural quality. Several methodolo-
gies have been developed to assess aggregate stability in
a destructive manner which has proved very useful and
accurate. The study of aggregate formation and stability
has received great attention in the last few decades, typi-
cally associated with soil organic matter. Nowadays, with
the availability of sophisticated equipment (X-ray Com-
puted Tomography, rheology, mechanical precision stress
inducer, etc.) allowing the investigation of the intact
aggregate pore structure and networks, the strength and
degree of degradation, we are able to improve our under-
standing of soil aggregate formation and stability as it is
a dynamic and complex process. Soil aggregation is
a multi-scale, multi-temporal, and multi-spatial property
which is essential for making improvements in agriculture
as it is related to soil–root interactions, hydrological prop-
erties, and environmental issues.
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SOIL AGGREGATION AND EVAPORATION


Barbara Witkowska-Walczak
Institute of Agrophysics, Polish Academy of Sciences,
Lublin, Poland


The primary particles of soil tend, in favorable circum-
stances, to group themselves into composite structural
units known as aggregates. The presence of aggregates
in soil is called soil aggregation. The soil aggregates are
characterized neither by any universally fixed size nor
by the stability. The aggregates of the order of several mil-
limeters are called macroaggregates, the smaller ones are
called microaggregates. The arrangement of aggregates
and primary particles in the soil is called soil structure.

Evaporation is the process of change of the state of
water from a liquid to gaseous phase. It is a principal pro-
cess of water cycling in the environment. Evaporation of
water from bare soil is one of the simple processes of water
loss from land to atmosphere. Evaporation in soil involves
the next events: transport of water to surface within soil
profile, a phase change from liquid water to vapor water,
and the transfer of water vapor from the soil surface to
atmosphere. The evaporation management can be done
by reducing the total energy responsible for it, modifying
the albedo parameters, or reducing the water movement
to soil surface.


Soil aggregation is one of the best important factors of
the evaporation decrease, because it changes the transport
of water to soil surface by reducing the upward flux of
water by either lowering the water table or decreasing
the diffusivity and conductivity of the soil profile. The
upper layer of soil built of macroaggregates can be worked
as mulching and it caused several times decrease in water
loss from soil profiles in comparison to soil without
aggregation.
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SOIL BIOTA, IMPACT ON PHYSICAL PROPERTIES
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Definition
The soil biota is made of all soil living organisms from
microorganisms to macrofauna, including roots. Most of
these organisms are considered as soil ecosystem engi-
neers (Jones et al., 1994) involved in the formation of
aggregates in soils and in the generation of the structural
porosity. Their impact greatly differs according to the type
of organism, soil conditions, and the soil biodiversity.


Soil biota: impact on physical properties
The soil living organisms range from eye-invisible
microbes (bacteria and fungi) to macrofauna (termites,
earthworms, etc.) with organisms of intermediary size as
microfauna (protozoa, nematodes, etc.) and mesofauna
(microarthropods, enchytraeids, etc.). Furthermore,
although plants are primary producers and determine the
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amounts of carbon that enter the system via the above-
ground system (Wardle, 2002), the root system, as
a heterotrophic part of the plant, may also be considered
as a soil organism as it is in close relationship with other
soil biota. All these soil organisms are interacting together
in very complex trophic and nontrophic webs (Wardle,
2002; Bardgett, 2005; Coleman, 2008) that affect in turn
the aboveground system (Van der Putten et al., 2001;
Wardle, 2002; Coleman, 2008). Moreover, they utilize
the soil as a habitat and a source of energy (Bardgett,
2005) and have therefore a strong effect on soil properties.


It is first worthwhile to recall that a major factor of soil
structure formation and stabilization is the soil organic
matter (SOM). An increase in organic matter content
results in a proportional increase in most soil physical
properties such as porosity and aggregate stability (Kay,
1998). Hence, plants as a source of SOM have a strong
impact on soil physical properties. Root-related processes
affecting soil structure are reviewed by Angers and Caron
(1998): root penetration, enhancement of wetting–drying
cycles, root entanglement of soil particles, production of
binding agents, and stimulation of the microbial activity.


The impact of bacteria and fungi on soil aggregation
has received growing interest (Six et al., 2002; Young
and Crawford, 2004). Arbuscular mycorrhizal fungi
(AMF) influence soil aggregation via three processes.
First, AMF affect soil aggregation formation or stabiliza-
tion physically by the enmeshment of primary particles,
organic matter, and small aggregates to macro aggregates,
and the alignment of primary particles (Thomas et al.,
1993; Andrade et al., 1998). Second, AMF affect soil
aggregation chemically by the secretion of extracellular
compounds as mucilages, polysaccharides, or glomalin-
related soil proteins (Wright and Upadhyaya, 1996).
These compounds have been shown to act as a glue sub-
stance (Six et al., 2004; Bronick and Lal, 2005). Finally,
AMF affect soil aggregation biologically by interacting
with the soil food web, thus influencing bacterial commu-
nities that would in turn influence soil aggregation through
the secretion of polysaccharides (Andrade et al., 1997,
1998; Artursson et al., 2005).


Earthworms play a very important role on soil structure.
By creating soil biogenic structures (casts, burrows),
which are called drilosphere soil (Lavelle et al., 1997),
earthworms influence physical, chemical, and biological
soil properties. Through casting and burrowing activities,
they affect the soil physically, by modifying soil porosity,
aggregation, stability, aeration, and hydraulic conductivity
(Shipitalo and Protz, 1989; Edwards and Bohlen, 1996).
The burrow walls can form a stable structure that may per-
sist in soil for several months, or even years (Lee, 1985).
Earthworms may be cause to preferential flow (Zehe and
Flühler, 2001). They are assumed to be a sign of “healthy”
soil and to provide an improvement of soil permeability
and structure.


Cases of heavy soil compaction by earthworms have
been, however, reported (Chauvel et al., 1999; Milleret
et al., 2009). In both cases, the compaction was attributed

to an exceptional development of endogeic species. The
study of Milleret et al. (2009) shows that combined with
root and AMF activity, the earthworm activity leaved the
soil structure as it is. Further experiments showed that
the compaction occurs with all worm species when alone
on a soil which is not compacted, but mixing species
and/or working with compacted soils leads to a soil
decompaction (unpublished results).


Showing that roots generate a large volume of pores
that cannot be attributed to the direct mechanical effect
of the roots, Milleret et al. (2009) assumed that root exu-
dates stimulated bacteria activity which in turn developed
the structural porosity, thus supporting the “self-
organization of the soil–plant–microbe system” theory.

Summary
The soil biota can be considered as the permanent engi-
neer of the soil. Obviously, either by contribution to the
SOM dynamic, direct entanglement of particles, and
active interactions in between species, it contributes to
renew and improve the soil structure. A “living soil” is,
therefore, to be promoted. The impact of soil biota can
be observed on short time ranges (e.g., from day to
months), while the contribution of SOM occurs on larger
time range dynamics (over years). The role of soil biota
remains, however, largely unknown, and recent studies
suggest that the positive role of soil biota on soil structure
is only observed when the soil biodiversity is satisfactory,
which means that the interaction between species is the
key factor.
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SOIL COMPACTIBILITY AND COMPRESSIBILITY


Stephan Peth
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Albrechts-University zu Kiel, Kiel, Germany


Definitions
k0-loading = vertical compression under confined lateral
deformation
si = normal stress [kPa], with i = x,y,z indicating horizon-
tal (x,y) and vertical (z) direction
n = porosity = ratio of pore volume to total volume [cm3


cm�3]
e = void ratio = ratio of pore volume to solid volume [cm3


cm�3]
CCT = confined compression test (oedometer test)
PST = plate sinkage test
Cp = compaction point
Pc = pre-compaction stress
Cc = compressibility index
Cs = swelling index
Cn = cyclic compressibility

Introduction
Physical quality and functionality of soils is a prerequisite
for sustainable land use. This target is increasingly
compromised by the expansion of highly mechanized crop
production systems with intensive field traffic. A fourfold
mass increase of agricultural vehicles over the past 3–4
decades have put soils more and more under pressure
(Horn et al., 2006). Moreover, heavier loads have to be
borne by soils often under unfavorable moisture condi-
tions (e.g., during sugar beet harvesting). Deep penetrat-
ing soil compaction under heavy machinery has
therefore become a great concern in arable land (Peth
et al., 2006), where repeated wheeling over years exacer-
bate compaction effects (Kirby, 2007). The consequence
is a long term irreversible deterioration especially of sub-
soil functions. About 33 million ha of arable land in
Europe and 68 million ha worldwide are seriously
degraded by soil compaction (Oldeman, 1994). Detrimen-
tal effects for crop yield and soil erosion are reported in
many cases (Alakukku et al., 2003; Håkansson, 1994;
Hamza and Anderson, 2005) and problems will probably
be aggravated in the future by climate change.


Given the inevitable threat for subsoil compaction due
to highly mechanized land use indicators for soil stability
and compressibility are very important to assess the sus-
ceptibility of soils to mechanical loads. A commonly used
value defining the potential risk for soil compaction is the
so-called pre-compaction stress Pc, which determines
the maximum mechanical stress a soil can sustain without
experiencing significant plastic (=irreversible) deforma-
tion. The underlying principle dates back to Casagrande
(1936) who proposed a method to estimate the geologi-
cal stress history of clay deposits by determining the
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pre-consolidation load by means of a confined compres-
sion test (CCT). CASAGRANDE outlined the practical
significance of the method for settlement analysis and
the test is still widely used due to its easy conductibility
and reproducibility. The basic concept assumes that as
long as stresses remain below Pc soil deformation is fully
elastic while upon exceeding Pc plastic soil deformation
will take place. While Pc is a suitable indicator for the
overall soil stability it lacks information on the actual soil
compressibility under specific stresses when the threshold
stress Pc is exceeded. Such information, however, is very
important because soils with the same Pc value may react
quite differently with respect to deformation (i.e., volume
changes) and hence also with respect to changes in soil
functions. Soil compressibility indices are therefore addi-
tionally required to allow estimating the degree to which
soils become compressed by mechanical loads during
field traffic or animal trampling.

Soil compactibility/compressibility and its
measurement
Soil compactibility and soil compressibility are often used
in the literature as synonyms with a somewhat indistinct
terminology. According to the definition suggested by
Håkansson (2005) compaction denotes a process where
a soil decreases its air filled pore volume after the applica-
tion of an external mechanical stress. Håkansson (2005)
hence distinguishes between the change in pore volume
or void ratio associated with the expulsion of air and pore
volume changes caused by drainage of excess pore water.
Latter is usually referred to as consolidation. In contrast
soil compressibility describes the overall sensitivity of
a soil to react to a unit change in mechanical stress with
a unit change in pore volume irrespective if water or air
is expelled from the pore space. In any case solid particles
are assumed to be incompressible so that each volume
change is equal to a change in porosity n. However, while
under field traffic conditions mostly short loading times
prevail and predominantly air will be expelled from the
soil, mechanical soil testing is usually conducted in
a way that some equilibrium in settlement is reached for
a given stress magnitude. Under such conditions water
has sufficient time to drain from or redistribute within
the pore space (internal drainage) which contributes to
the total pore volume change. In this sense soil
compactibility may be the more appropriate term to
describe pore volume changes associated with short single
stress applications encountered during field operation,
whereas compressibility describes pore volume changes
measured during field and laboratory soil testing where
longer loading times or frequent successive load applica-
tions are imposed to the soil following a particular stress
path. Depending on the stress path different compressibil-
ity indices may be defined as a sensitivity measure for vol-
umetric soil deformation.


Although a full treatment of volume change be-
havior of soils would require also the consideration

of shrinking-swelling processes caused by hydraulic
stresses (see Stress–Strain Relations) here we concentrate
our view on soil compression evoked by external mechan-
ical loads. This is justified because we are interested in the
immediate change in pore volume after field traffic or ani-
mal trampling. Soil compression is influenced by many
factors: three-dimensional stress state, time (duration of
loading), stress path, pore water pressure, drainage and
hydraulic conductivity, inter-particle and aggregate
strength. These factors are not acting independently from
each other and some of them (e.g., hydraulic conductivity,
pore water pressure and hence effective stress) are contin-
uously modified during the deformation process by parti-
cle rearrangements and associated changes in pore
network geometries. Consequently, determining the rela-
tive influence of each individual factor on compaction is
difficult and the description of soil deformation processes
mostly relies on empirical soil tests. During soil testing
external (e.g., drainage) and internal (e.g., pore water pres-
sure) boundary conditions should therefore be well
defined, measured, or if possible even controlled.


Depending on the expected in situ stress state/path and
loading boundary conditions different soil tests are
employed to derive volume change indices. The most com-
monly used laboratory test for determining compressibility
of arable soils is the confined compression test (CCT), also
standard oedometer test. It is a one-dimensional compres-
sion test where deformation is allowed only in the vertical
direction (k0-loading: dsx = dsy = undefined). The advan-
tage of the CCT is that vertical displacements during load-
ing can readily be translated into porosity changes (Dn)
which are usually expressed as changes in void ratio (De)
in order to keep the reference volume constant (volume of
the solid phase). Soil tests with uniaxial (dsx = dsy = 0),
isotropic (dsx = dsy = dsz), and plane stress (dsx 6¼ dsz
6¼ 0, dsy = 0) loading conditions shall not be treated here
as they describe special situations useful for particular geo-
technical problems. A comprehensive literature review on
volume change theories and corresponding laboratory
experiments for measuring volume change coefficients of
unsaturated soils under specific loading conditions is
presented in Fredlund andRahardjo (1993).Although triax-
ial loading (dsx = dsy 6¼ dsz )would in terms of stress state
be the closest representation of in situ stresses under wheels
(at least assuming static loading) triaxial tests are seldom
used in practice because they require special equipment
and compared to oedometer tests are more difficult to con-
duct. Oedometer tests allow a higher number of replicate
measurements which is beneficial for characterizing soil
heterogeneities of field soils. A limitation, however, is that
lateral soil displacement is prevented which is not necessar-
ily the case in situ where additional lateral deformation may
occur depending on the confining pressure.


Attempts have beenmade to use in situ methods such as
the plate sinkage test (PST ) to determine both pre-
compaction stress and soil compressibility. Comparing
the result to laboratory tests (CCT ) it was found that up
to a so-called compaction point (Cp), where lateral stresses
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reach the confining stress, settlement under confined com-
pression is very similar to the settlement measured in situ
with a semi-confined PST. But as soon as stresses exceed
Cp stress–strain curves of the two tests significantly devi-
ate from each other, which is attributed to the change in
mode of deformation with additional lateral soil displace-
ment in the PST (Earl and Alexandrou, 2001). Deforma-
tion in this stage is a combination of both compaction
and lateral displacement of the soil by shear. The determi-
nation of soil compressibility from PST measurements is
limited since neither the two displacement components –
compression and volume constant shear deformation –
can be accurately separated nor is the volume affected by
compaction constant and defined.

Compressibility indices
Compression and swelling index (re-compression
index)
Soil compressibility under static loading is most com-
monly obtained from measurements of the pre-
compaction stress by CCT. Compressibility is the change
in pore volume or void ratio (De) with stress increment
(Ds). The CCT is conducted under stepwise increasing
loads until the sample settlement is considered to be
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Cyclic compressibility
The assumption of fully elastic soil behavior in the re-
compression stress range does not hold true for a higher
number of load repetitions (Figure 1b). Repeated (cyclic)
loading tests have shown that loads even well below the
pre-compression stress may cause significant cumulative
soil deformation associated with changes in soil functions
(Peth and Horn, 2006). High numbers of load repetitions
may be assumed in the field due to repeated wheeling over
long time spans (several years) resulting in irreversible
cumulative deformation effects in the subsoil. Volume
change behavior under repeated loading conditions can
be investigated by cyclic compression tests. Samples are
measured in a standard oedometer device with a constant
load applied for a number of load cycles (e.g., 100 cycles).
Loads are applied for a short time (e.g., 30 s) followed by
unloading and subsequent reloading with one loading–
unloading path corresponding to one loading cycle.
Cumulative soil deformation expressed as change in void
ratio e in general follows a logarithmic trend with log
number of load cycles (Figure 1c). The slope of the log-
linear trend is referred to as cyclic compressibility (Cn =
De/DlogN ) which indicates the sensitivity of a soil against
cyclic compression upon repeated loading. Cn is a useful
parameter for estimating cumulative effects of specific
loads on subsoil compaction with respect to long term
field traffic. Modification of the loading–unloading time
as a test boundary condition can change the cumulative
deformation and consequently Cn values. Therefore, stan-
dardization of the measurement protocol is needed to
allow for comparison between samples. Ideally loading
time is short (few seconds) followed by a rest time after
unloading allowing pore water pressure to dissipate.

Summary and conclusion
Determination of soil compressibility is crucial for estimat-
ing the impact of field traffic or animal trampling on soil
porosity and related soil physical functions. The Compress-
ibility index Cc is derived from compression curves
obtained from standard oedometer tests (CCT) allowing
to calculate volumetric soil deformation that may be
expected when Pc is exceeded by a certain stress value.
The index is determined under static loading conditions
meaning that the slope reflects a loaded stress situation.
While this stress condition is a realistic assumption for
many geotechnical problems, where permanent loads are
applied (e.g., building foundations), for arable land perma-
nent loads do seldom occur. Instead soils are usually loaded
for a short time (seconds) in the incidence of field traffic
and then subsequently unloaded again. During unloading
elastic rebound recovers a part of the plastic deformation
which unfortunately is not quantified by applying standard
CCT procedures. On the other hand soils are repeatedly
loaded during long term land use and also on a short term
basis by multiple axle machines. Concerning long term
field traffic, especially in intensive cropping systems, the
subsoil may be exposed to hundreds of load applications.

Considering the cumulative soil compression associated
with this repeated loading the assumption of full elasticity
in the re-compression stress range is not valid. Cyclic com-
pressibility (Cn) of subsoils for estimated expected mean
stresses of employed farm machinery should additionally
be determined by repeated (cyclic) loading tests.


Soil compression depends on multiple interrelated fac-
tors where especially loading time, pore water pressure,
stress path and stress state affect the parameters obtained
from soil mechanical tests. Derivation of soil compress-
ibility indices requires an adaption of the boundary condi-
tions in soil mechanical laboratory testing to a more
realistic representation of in situ stress paths, i.e., short
loading time; short and long term repeated loading.
Finally, due to the coupling of hydraulic and mechanical
stresses in the course of loading, it is indispensible to stan-
dardize initial soil pore water pressure and measure its
change during the loading process.
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SOIL ERODIBILITY


A measure of the soil’s susceptibility to raindrop impact
and runoff.

SOIL EROSION MODELING


John N. Quinton
Lancaster Environment Centre, Lancaster University,
Lancaster, UK


Soil erosion is a globally significant environmental
process. It degrades the soil upon which we rely on for
food, fuel, clean water, carbon storage, and as substrate
for buildings and infrastructure. Soil erosion also acts as
a mechanism for transferring pollutants to surface waters
and can reduce water availability for crops and increase
flooding. Given soil erosion’s importance it is not surpris-
ing that there have been a number of attempts to produce
mathematical models of varying complexity to predict its
magnitude and in some cases its spatial and temporal
distribution.


Soil erosion models broadly fit into two groups: empir-
ical and process-based models, and the reader is referred
to edited volumes by Morgan and Nearing (in press) and
Harmon and Doe III (2001) for more detailed infor-
mation. The Universal Soil Loss Equation (USLE)
(Wischmeir and Smith, 1978) is the most dominant
empirical model. The USLE was developed from over
10,000 plot years of data collected across the eastern half
of the USA. The result was a simple equation to predict
annual field scale erosion rates, which had six parameters:
slope, erodibility, slope length, erosivity, cover, and man-
agement and support practice (conservation measures)
factor. This allowed the USLE to be adopted by the US
soil conservation service as a simple tool for extension
officers. The USLE has been incorporated into watershed
models, revised, and re-calibrated and used throughout
the world.


As a response to the lack of physical representation of
erosion processes in the USLE the 1980s saw a number
of groups begin to develop process-based approaches
to soil erosion modeling. These included the Water
Erosion Prediction Project (WEPP) (Nearing et al.,
1989), European Soil Erosion Model (EUROSEM)
(Morgan et al., 1998), and Griffith University Erosion
System Template (GUEST) (Hairsine and Rose, 1992),
originating from teams in the USA, Europe, and Australia,
respectively. These models offered the potential to be
transferable than the USLE, since they used mathematics
to represent erosion processes without, for the most part,
recourse to empiricisms. Because of their distributed
nature they could also identify sites of erosion and deposi-
tion in the landscape and compute the delivery of sediment
to surface waters. While this group of models where more

satisfying scientifically than the USLE, their predictions
suffered from uncertainties associated with high numbers
of parameters which were hard to measure in the field,
e.g., Quinton (1997).


As we have become more aware of diffuse pollution
problems and soil erosion’s role in global biogeochemical
cycling erosion modeling has responded. Erosion models
have been linked to contaminant and carbon transport at
scales ranging from tens of square meters up to the global
scale. For example, Sander has further developed the
Hairsine Rose model to simulate the selective erosion of
contaminant containing soil particles. To address the
impact of soil erosion on the global carbon cycle, Van
Oost et al. (2007) have applied simple models of erosion
across the globe to estimate the impact of these processes
on the global carbon cycle.


There are now more erosion models available to use
than ever before and they are being used to answer an ever
wider number of questions – yet there is still room for
development. Although scientific progress pushes us
toward adding more complexity to our models by includ-
ing new processes, it is likely that modelers will be forced
to be more open and honest about model uncertainties and
the ability of models to predict the soil erosion at a variety
of temporal and spatial scales. This may focus model
development on the production of parsimonious models
which can be applied to data sets using uncertainty estima-
tion procedures, such as Generalized Likelihood Uncer-
tainty Estimation (GLUE) (Freer et al., 1996), allowing
their predictive uncertainty to be quantified.
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SOIL FUNCTIONS
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Vienna, Austria


Definition
Soil as a natural resource performs six environmental,
social, and economic functions.

Introduction
Soil functions reflect the capacity of soil to function within
natural or managed ecosystem boundaries, to sustain plant
and animal productivity, maintain or enhance water and air
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quality, and support human health and habitation
(Mausbach and Tugel, 1995, modified).


Soil functions
The three ecological functions are:


1. Production of biomass, ensuring food, fodder, renew-
able energy, and raw materials. This function is the
basis of human and animal life (Blum and Eswaran,
2004).


2. Filtering, buffering, and transformation between the
atmosphere, the ground water, and the plant cover,
strongly influencing the water cycle at the earth surface
as well as the gas exchange between terrestrial and
atmospheric systems, and protecting the environment,
including human beings, against the contamination of
ground water and the food chain (Blum, 1998). This
function is most important, because of the many solid,
liquid or gaseous, inorganic or organic depositions on
which soils react through mechanical filtration,
physico-chemical absorption, and precipitation or
micro-biological and biochemical mineralization and
metabolization, see Figure 1.


These biological reactions may also contribute to
global change through the emission of gases from the
soil into the atmosphere, because globally the total
pool of organic carbon of soils is about three times
higher than the total organic carbon in the above
ground biomass and about twice as high as the total
organic carbon in the atmosphere. Therefore, soils are
a central link in the biotransformation of organic car-
bon and continually play a role in releasing CO2 and
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other trace gases (e.g., N2O and CH4) into the atmo-
sphere. These gases are most important for processes
of global change, which in this case involves large-
scale feed-back of many local small-scale processes.
As long as these filtering, buffering, and transforma-
tion capacities can be maintained, there is no danger
to the ground water or to the food chain. However,
these capacities of soils are limited and vary according
to the specific soil conditions.


3. Gene reservoir: Soils are a biological habitat, with
a large variety of organisms. They contain two to three
times more species in number and quantity than all
other above ground biota together. Therefore, soils
are the main basis of biodiversity. Human life depends
on this biodiversity, because we do not know if we will
need new genes for maintaining human life from soils
in the near or the remote future. Moreover, genes from
the soil are increasingly important for many biotechno-
logical and bioengineering processes.


The three non-ecological functions are:


1. The physical basis for technical, industrial, and socio-
economic structures and their development, e.g.,
industrial premises, housing, transport, sports, recrea-
tion, dumping of refuse etc. One of the main problems
in this context is the sealing of soils through the contin-
uous increase of urban and peri-urban as well as indus-
trial areas, including transport facilities between them.


2. A source of raw materials, e.g., clay, sand, gravel, and
minerals in general, as well as a source of energy and
water. Raw materials are the basis for technical, indus-
trial, and socio-economic development. The use of
soils for infrastructural development and for the extrac-
tion of raw materials can be considered as irreversible.


3. Soils are also important as a geogenic and cultural
heritage, forming an essential part of the landscape
in which we live, concealing and protecting
palaeontological and archaeological remains of impor-
tance for the understanding of the history of the earth.


Under holistic aspects, soil and land use can be defined as
the temporarily and spatially simultaneous use of all these
functions, minimizing irreversible ones.

Outlook
In view of the soil as an absolutely limited resource, which
cannot be extended or enlarged, the harmonization
between the uses of these six functions, which are often
concomitant in the same area, is a key issue of sustainabil-
ity. However, this is not a scientific but a political task (see
COM(2006)231 final, 2006).
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SOIL HYDRAULIC PROPERTIES AFFECTING ROOT
WATER UPTAKE
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Drylands, Jacob Blaustein Institutes for Desert Research,
Ben-Gurion University of the Negev, Israel


Definitions
Soil water potential. The energy required to move a unit
quantity of pure water from one point in the soil to another.
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Compensatory uptake. The ability of a plant to transpire at
its potential rate under drying conditions through root
water uptake from the sparsely rooted, but wetter and less
saline regions in the soil profile.
Root length density. The root length per unit volume of
soil.


Introduction
Contemporary agriculture, with its dependence on irriga-
tion, fertilizers, and pesticides, contributes significantly
to water and solute fluxes through the soil, specifically
in arid and semi-arid areas. The quality and quantity of this
water as it passes through the vadose zone is governed pri-
marily by plant water uptake (Vrugt et al., 2001; Simunek
and Hopmans, 2008; Skaggs and Shouse, 2008). In non-
limiting conditions, the atmospheric demand controls
uptake, while in water deficit soils characteristic of field
conditions, the soil hydraulic properties seem to determine
root water uptake (Feddes and Raats, 2004). Compensa-
tory uptake is one example of the latter scenario.
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Soil Hydraulic Properties Affecting Root Water Uptake, Figure 1 (
loam and sand. (b) The soil hydraulic conductivity at varying water

Therefore, accurately predicting the temporal and spatial
root water uptake pattern in a drying soil, as a function
of the soil hydraulic properties, is important for sustain-
able agricultural resource management that minimizes soil
and groundwater pollution.


Soil hydraulic properties
The high nonlinearity of the soil hydraulic functions
describing the relation between the soil water potential,
water content, and the hydraulic conductivity (Lazarovitch
et al., 2007) can be seen in the retention and conductivity
curves depicted in Figure 1. Soil particle size distribution,
or texture, is a primary factor in determining the slope
of both the water content and hydraulic conductivity
curves as a function of the soil water potential. Sand
is characterized by larger sized soil particles, which
aggregate into larger water-conducting pores. The wall
surfaces of these soil capillaries adsorb a relatively
small percentage of water molecules in the flow stream.
The limited water holding capacity of sand therefore
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confers greater hydraulic conductivity, or easier drainage,
near the saturation range. This is made evident by the dras-
tic drop in the soil water content of sand at the onset of low
potentials, depicted in Figure 1a. The small-diameter
pores typical of loamy soils are comprised primarily of
finer particles characterized by a high water holding
capacity. Slight changes in the soil water content necessi-
tate the application of lower water potentials, and the
residual water content of loam is markedly higher than that
of sand (Hillel, 1998). The gradual change in the hydraulic
conductivity of loamy soil with decreasing soil water
potentials, as shown in Figure 1b, can be attributed to
the higher percentage of water molecules adsorbed to pore
walls, coupled with the increasing difficulty of releasing
them at low potentials. The change in the hydraulic con-
ductivity of sandy soil with decreasing potentials is much
more drastic, eventually dropping below that of loam once
most of the soil water has been drained.

Water flow through the soil–plant–atmosphere
continuum (SPAC)
Water potential gradients serve as the force inducing flow
within and between adjacent compartments in the SPAC
(Boyer, 1995; van der Ploeg et al., 2008). Figure 2 high-
lights the typical potential differences between soil water
and atmospheric water vapor, oftentimes amounting to
tens of megapascals (MPa). The effectiveness of plants
in meeting a continuous evaporative demand through

Air (−50 MPa)


Leaves (−1.5 MPa)


Roots (−0.3 MPa)


Soil water (−0.03 MPa)


Soil Hydraulic Properties Affecting Root Water Uptake,
Figure 2 The transpiration stream through the soil–plant–
atmosphere continuum, with representative potential values
indicated for various compartments.

increased water extraction is primarily determined by the
soil’s ability to deliver water to the root surface. As the soil
dries, the soil water potential decreases, leading to
a subsequent reduction in the hydraulic conductivity. To
maintain the water potential gradient powering the transpi-
ration stream, the root water potential must decrease
beyond that of the soil. But while the soil water potential
can decrease to very low values, the root water potential
is limited by a critical value, around �1.6 MPa for most
agricultural crops (Koorevaar et al., 1983), below which
plant death ensues. While root water uptake is often
equated to transpiration, water flow through the SPAC
may be affected by fluxes between the xylem and adjacent
parenchyma cells. The lag time between the onset of max-
imum water potential gradients in the leaves and xylem
demonstrates a lack of coordination in water potential
changes between SPAC compartments, pointing to the
effect of plant capacitance on the transpiration stream
(Nobel and Jordan, 1983).


An Ohm’s law type of relationship (van den Honert,
1948; Feddes and Raats, 2004) describes the water flow
through the SPAC. The flux is expressed as a function of
the operating water potential per unit distance, and
a proportionality factor that defines either the conductance
or the resistance of the transmitting media to water flow;
the flux is assumed constant from soil to atmosphere so
that segments characterized by large gradients will also
have large flow resistances. The definition of the propor-
tionality factor changes between soil and plant systems
according to the spatial scale of the water-transporting
media (Hopmans and Bristow, 2002). The overall resis-
tance is defined as the series combination of all resistances
in the SPAC (Campbell, 1985). Water evaporation from
the stomatal cavity to the atmosphere is met with the larg-
est resistance in the SPAC.


While multiple methods exist for measuring both soil
and leaf water fluxes and potentials from which respective
compartmental flow resistances can be deduced, little suc-
cess has resulted from attempts at measuring soil–root
interface potentials and fluxes, and much controversy
remains surrounding this subject (Personne et al., 2003).
Steep water potentials and hydraulic conductivity gradi-
ents at the soil–root interface have been demonstrated
experimentally (Duham and Nye, 1973; Hainsworth and
Aylmore, 1989; Schmidhalter, 1997). Experimental data
presented by Taylor and Klepper (1975) for water uptake
by cotton roots show that in a wet soil, the soil–root inter-
face hydraulic conductivity was up to six orders of magni-
tude smaller than the bulk soil hydraulic conductivity.
These results indicate that in field conditions, most of
the flow resistance from soil to plant lies in the soil–root
interface. In very dry soils, the conductivities of both the
bulk soil and the soil–root interface are of similar magni-
tude (Raats, 2007).


Recent research highlights the dominance of soil
hydraulic conductivity in affecting root water uptake.
Schroeder et al. (2008) used a three-dimensional numeri-
cal model to assess root water uptake with and without
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a hydraulic conductivity drop in the rhizosphere. Results
show that a sharp decrease in the hydraulic conductivity
near the root greatly affects root water uptake, specifically
in cases where the radial root hydraulic conductivity is
greater than that of the bulk soil. Experiments designed
to isolate the effects of the soil water potential and the soil
hydraulic conductivity on root water uptake show that the
latter has a much more pronounced effect on uptake pat-
terns (Zeelim, 2009). The presence of dry soil layers
within the rhizosphere has been put forth as one explana-
tion for the steep hydraulic conductivity gradient in the
vicinity of the root surface (Rendig and Taylor, 1989).
Herkelrath et al. (1977) postulated that the soil hydraulic
conductivity drop at the soil–root interface results from
a decrease in the effective area of contact between root
and soil with decreasing water content. During drying
periods, soil and root shrinkage can result in roots
diminishing to 60% of their original size, and in much of
the root epidermis detaching from soil particles (Rendig
and Taylor, 1989).

Root water uptake under stressed conditions
Root water uptake is a function of both a physical root
parameter, commonly referred to as the root length density
(Gardner, 1964; Taylor and Klepper, 1975; Feddes and
Raats, 2004), and the soil water status (de Jong van Lier
et al., 2008). The location of maximum water uptake in
a homogenous soil profile of uniform water content and
hydraulic conductivity is correlated with the soil layer
containing the largest root length density. Under field con-
ditions, plants are both subject to, and the source of, great
spatial variability in the soil water content. The upper soil
layers containing the bulk of the root zone are usually the
most water depleted, while the deeper regions of the soil
profile containing fewer roots are wetter.


Although plants can minimize transpiration and the
resulting growth rates under limiting conditions to con-
serve water, many plants maintain a constant, potential
transpiration rate long after the commencement of the dry-
ing process. One explanation for this is the elongation of
deeper, finer roots into soil regions, saturated with
untapped water stores. Experimentation with Arabidopsis
seedlings subjected to drought and osmotic stress showed
an increase in primary root growth in the deeper soil
regions in response to stress, while lateral root elongation
was temporarily arrested (Xiong et al., 2006). Another
mechanism by which plants sustain potential transpiration
rates in drying soils is compensatory uptake, whereby
plants respond to nonuniform, limiting conditions by
increasing water uptake from areas in the root zone char-
acterized by more favorable conditions (Skaggs et al.,
2006).


Reicosky et al. (1972) report on a pronounced example
of compensatory uptake, where, in the vicinity of a water
table, 20–25% of plant roots extracted 80–90% of the
transpired water. In their study of alfalfa root uptake in
a drying soil, Nimah and Hanks (1973a) found that plants

were able to continue transpiring at their potential rate by
compensating for the loss in water uptake from the root
dense, but drier surface soil layers through uptake from
the deeper, wetter regions in the soil. They report that, in
agreement with Reicosky et al. (1972), the maximum root
extraction zone of alfalfa deepened over time as a result of
upward flow from a water table (Nimah and Hanks
(1973b). The observed increase in uptake from the wetter
soil regions under drying conditions, as reported by
Reicosky et al. (1972) and Nimah and Hanks (1973b),
sheds light on the more dominant role of the soil hydraulic
properties over the root distribution in affecting root water
uptake.

Devices to explore root water uptake
Root water uptake can be monitored using both invasive
and noninvasive techniques. In situ devices such as tensi-
ometers, time domain reflectrometry (TDR), and dual
probe heat/temperature sensors can measure local changes
in the soil water status over time. Studying soil–root water
fluxes using invasive devices requires microsensors at the
scale of millimeters, a range much smaller than presently
available devices. Other difficulties in using invasive tech-
nology include the site-specific calibrations necessary for
indirect methods such as heat dissipation and TDR, and
the limited measurement range of tensiometers. Noninva-
sive techniques such as computer tomography (CT) and
magnetic resonance imaging (MRI) produce two- and
three-dimensional, high-resolution images of the rhizo-
sphere from which root growth and changes in the soil
water content can be measured. Noninvasive methods
have significantly improved our understanding of plant
responses to drought stress (Garrigues et al., 2006), but
are complicated to operate and not suitable for field use.


Vetterlein and Reinhold (2004) used a ceramic capillary
microtensiometer 1 mm in diameter and 5 mm in length to
measure the differences between the soil water potential in
the rhizosphere and the bulk soil. Segal et al. (2008) devel-
oped a pliable-tipped microtensiometer from a plastic
pipette tip lined with geotextile, filled with milled quartz
in contact with a water reservoir, and attached to
a pressure transducer. A wick extending from the pipette
tip into the rhizosphere enabled a close monitoring of rhi-
zosphere water potentials from distances as close as 1 mm
from the root surface. Segal et al. (2008) studied the soil
water potential as a function of distance from the root sur-
face using a growth container sectioned off into two por-
tions by a diagonal screen, which confined root growth.
Opposite the screen, six identical microtensiometers were
inserted at 2.5 mm depth intervals, such that the distance
of each microtensiometer tip from the screen upon which
a root mat eventually formed, increased with depth.
Results showed that the development of a significant
potential gradient, or drawdown zone, as near as 3 mm
from the root surface became noticeable following 1 day
of root water extraction. van der Ploeg et al. (2008) recently
developed a polymer tensiometer able to measure the full
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range of soil water potentials encountered in a cropped
soil, down to the wilting point value of �1.6 MPa. Root
water uptake was monitored in cropped lysimeters
subjected to three irrigation regimes – minimum, inter-
mediate, and maximum stress – with both polymer ten-
siometers and TDR sensors. Results from the maximum
stress treatment showed that after severe drying down to
�0.7 MPa, larger potential gradients indicating water
removal were detected between 0.4 and 0.6 m depths
than at 0.2 and 0.4 m depths. TDR measurements
showed a vertically uniform water content profile. The
ability of the polymer tensiometers to detect extremely
low potential gradients across various depth increments
helped to identify root water uptake zones that would
not have been noticeable from TDR measurements in
that particular soil.


X-ray imaging techniques such as CT have been used to
measure a variety of soil properties such as bulk density
(Anderson et al., 1988), porosity (Phogat and Aylmore,
1999), and water content (Hopmans et al., 1992). CT out-
puts a series of linear attenuation coefficients for each
image pixel that can be calibrated to known water content
values (Hamza et al., 2001). Root imaging using CT on
the scale of a few centimeters was reported by Gregory
et al. (2003) and Perret et al. (2007). Hanisworth and
Aylmore (1983, 1986) used CT to measure changes in
the soil water content with time, and were able to calculate
root water uptake from radishes transpiring at high and
low rates. Hamza et al. (2001) studied the effect of low soil
water content on prolonged radish root water uptake using
CT scans. Results showed that as the water content
decreased from 0.3 to 0.1 cm3 cm�3, the transpiration
rate decreased tenfold. The ability of plants to maintain
transpiration in such dry conditions was attributed to
osmotic adjustment by leaves. In addition, it was shown
that the water content at the soil–root interface was 2.5
times smaller at the end of the experiment in drier soils
than in wetter soils, and that the extent of the sharp poten-
tial gradient immediate to the root surface was also less.


Another noninvasive method for quantifying the water
content in the root zone is MRI.MRI scans have been used
to monitor water infiltration into soils (Vortrubova et al.,
2003), image roots two-dimensionally (Cofer et al.,
1989), and visualize root water uptake in porous media
(Brown et al., 1990). Segal et al. (2008) used MRI images
of the soil water content distribution in the rhizosphere to
study the effect of water uptake by a single barley root on
soil water depletion patterns. The soil water content of the
imaged rhizosphere was quantified using a calibration
curve of the MRI signal/noise ratio and the volumetric
water content of two sandy soils. Results showed the
development of a steep water content gradient near the
soil–root interface 2 h after water uptake commenced,
which gradually increased with distance from the root
until approaching the bulk soil water content. Pohlmeier
et al. (2008) used MRI to image the root architecture of
4-week old castor bean plants, and to study changes in
the soil water content following root uptake. Results from

both types of imaging showed that soil regions containing
the highest root densities, near the bottom and toward the
surface of the plant container, experienced the greatest
change in the soil water content due to root water uptake.


Summary
Various environmental and plant physiological factors
play a role in determining root water uptake patterns.
The soil physical properties such as the particle distribu-
tion affect the amount of soil water available for plant con-
sumption, and the rate of water transfer from soil to root.
Climate conditions determine the evaporative demand that
is met by transpiring plants primarily through root water
uptake. Steep water potential and hydraulic conductivity
gradients have been observed in the vicinity of the root
surface due to an increase in the flow resistance from the
bulk soil to the soil–root interface. In drying soils, the soil
hydraulic properties have a more dominant role in regulat-
ing water uptake than the physical properties of roots, and
the effect of the soil hydraulic conductivity on root water
uptake has recently been shown as much more significant
than the soil water potential. Compensatory uptake is one
example of how root water uptake patterns are controlled
by the soil hydraulic properties in suboptimal conditions.
The development of both invasive and noninvasive soil
sensors has alleviated much of the difficulty in researching
below-ground processes, and has enabled imaging of root
development and changes in the soil water content due to
root water uptake.


While much research has been carried out to examine
the effect of drought conditions on root water uptake, the
effects of other stresses, such as salinity, oxygen stress,
and temperature extremes, as well as the combined effect
of multiple stresses, are also important topics of research.
Root water uptake studies usually focus on fully devel-
oped root zones, thereby taking the root density distribu-
tion throughout the soil profile as constant. New
experiments should be performed to look at dynamic root
water uptake patterns as a function of both variable soil
conditions as well as a changing root density distribution.
Nutrient uptake as affected by the water flow and nutrient
transport in the soil remains another important topic of
research, and can help in planning fertigation regimes that
maximize root water uptake and the resulting crop yields
while minimizing groundwater pollution by leachate.
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SOIL HYDROPHOBICITY AND HYDRAULIC FLUXES


Peter Hartmann
Department of Soils and Environment, Forest Research
Institute Baden-Wuerttemberg, Freiburg, i. Br., Germany


Synonyms
Soil hydrophobicity = soil water repellency

Definitions
Hydrophobicity derives from the Greek “hydro” and
“phobos” that means water and fearing. The reverse is
hydrophilic, from “philos” – loving.
Hydraulic derives from Greek “hydraulikos” – “aulos”
means hollow tube.
Flux derives from Latin “fluere,” which means flow.


Soil hydrophobicity affects the soil water contact angle
(CA) and thus the capillary forces of soil (Bauters et al.,
2000). Hydraulic fluxes in soil are mainly capillary flows,
which are driven by gravity and interfacial pressure differ-
ences. These depend on the geometry of the pores and on
local wetting properties that are a time-dependent function
of moisture content (Bachmann et al., 2007). Hydropho-
bicity is strongest in dry soils and decreases with
remoistening and higher water contents. In a hydrophobic
soil (CA> 90�) water infiltrates not until the persistence
of hydrophobicity is exceeded respectively a positive
water entry pressure value is applied. In the latter case,
first large pores will fill with water before fine pores are
moistened and infiltration increases with time (Wang
et al., 2000). Contrary is the infiltration in a hydrophilic
soil (CA< 90�), where water infiltrates first in fine pores
with a constant infiltration rate (Hillel, 1980). Hydropho-
bicity causes instable wetting fronts and is assumed to
induce preferential flow, which is of major importance in
the spatial distribution of water in soil (Ritsema and
Dekker, 2000).
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SOIL PENETRABILITY, EFFECT ON ANIMAL
BURROWING


Petr Heneberg
Charles University in Prague, Prague 10, Czech Republic


Synonyms
Soil hardness, effect on animal burrowing; Soil penetrabil-
ity, effect on animal digging behavior; Soil penetration
resistance, effect on animal burrowing


Definition
Soil penetrability. Measure of the ease with which an
object can be pushed or driven into the soil.
Burrow. A hole or tunnel dug into the ground by an
animal, for habitation, temporary refuge, or as a byproduct
of locomotion.


Introduction
Burrowing behavior evolved independently in species
separated by>500 million years of evolution from two
phyla (Arthropoda and Chordata), seven classes
(Arachnida, Insecta, Malacostraca, Osteichthyes,
Amphibia, Reptilia, and Mammalia). These species vary
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by six orders of magnitude in their body mass, and occupy
both marine and terrestrial habitats (White, 2005).


Numerous species of burrowing animals bear morpho-
logical and physiological adaptations for subterranean
life, with strongly convergent traits, showing structural
reduction of limbs, tails, eyes, and external ears, together
with structural developments of incisors, forelimbs, pecto-
ral girdle, claws, sense organs, and pineal gland that
complement each other to optimize burrowing capacities
and efficiency (Nevo, 1979).


For semifossorial or fossorial species, any reduction in
burrowing costs increases the net energy yield from
a given section of burrow. Given that burrowing cost is
proportional to the volume of soil excavated (Vleck,
1979), it is apparent that any reduction in construction
costs achieved through a reduction in burrow length, or
cross section, will similarly reduce the energy yield from
the burrow (White, 2005). However, the available habitat
patches are not equal to each other. Among the main dif-
ferences is the soil penetrability, which is not uniformly
distributed either vertically or horizontally.

Soil penetrability and vertebrates
Soil penetrability was shown to affect burrowing behavior
of mammals, such as tuco-tucos (Ctenomys talarum; Luna
and Antinuchi, 2006), and wombats (Lasiorhinus
latifrons, Walker et al., 2007). In birds,�18% of bird spe-
cies was shown to be primary or secondary cavity nesters
(Newton, 1994), and the burrowing behavior of sand mar-
tins (Riparia riparia), bee-eaters (Merops apiaster and
Merops philippinus), and Eurasian kingfishers (Alcedo
atthis) were shown to be dependent on the soil penetrabil-
ity (Yuan et al., 2006; Heneberg, 2009). Even the
non-burrowing bird species that specialize in feeding on
soil invertebrates were found to be soil-penetrability-
dependent, among them lapwing (Vanellus vanellus;
Lister, 1964), snipe (Gallinago gallinago; Green et al.,
1990), song thrush (Turdus philomelos; Peach et al.,
2004), and yellow wagtails (Motacilla flava; Gilroy
et al., 2008). These birds were found to check the soil
or intertidal substrates by probing with the bill. For the
common snipe, the penetrability of wet grassland soils
was even found to be a more important determinant
of the duration of the breeding season and foraging site
selection than prey abundance (Green et al., 1990).

Soil penetrability and semifossorial insect
Among semifossorial insect, soil penetrability has been
studied in relation to the presence and nesting of numerous
solitary hymenopteran species (wasps and bees). A large
number of these species is ground-nesting, and soil is con-
sidered as a limiting factor for local bee communities
(Kim et al., 2006). Nesting of at least 10 bee and wasp spe-
cies was already shown to be dependent on the soil pene-
trability (Ghazoul, 2001; Kim et al., 2006; etc), thus one
might speculate that the dependency on soil penetrability

is a shared phenomenon among all ground-nesting acule-
ate hymenopterans. However, individual species differ in
their soil penetrability requirements, suggesting that these
preferences may contribute to the decrease of potential
interspecies competition. Some species tend to utilize the
whole spectrum of substrates with low and medium pene-
trability resistance values (Lasioglossum sp.), some others
were found to prefer soils with medium (Halictus
tripartitus, Sphex ichneumoneus), or low penetrability
resistance only (Halictus ligatus) (Brockman, 1979; Kim
et al., 2006). The habitat selection may be even more com-
plicated, asHalictus rubicunduswas found to prefer local-
ities with low penetrability resistance. However, within
site, this species selects spots with medium soil penetrabil-
ity (Potts and Willmer, 1997).


The semifossorial hymenopterans spend long time
with predigging search, a complex behavioral pattern
involving search for soil with appropriate penetrability,
granulometrical characteristics, temperature, and plant
cover (Brockman, 1979; Field, 1989). Simply, if the soil
is too soft, it tends to collapse. If the soil is too hard-
packed, the fossorial hymenopteran resumes the
predigging search. Depending on the burrow length, spe-
cies-specific techniques, and penetrability resistance, the
digging of one burrow may last only 20 min, but it can
take also more than 24 h.


Some species, such as Mellinus arvensis, were reported
to prolong the time of digging accordingly to the increasing
soil penetrability resistance (Ghazoul, 2001). Some other
species, such as Episyron quinquenotatus, were reported
to decrease the length of their burrows when the soil pene-
trability resistance increases (Kurzewski, 2001). Thus, the
higher penetrability resistance leads to the increase of
costs of nesting, or, alternatively, to the decrease of the
burrow length. This in turn may lead to higher predation,
higher nest usurpation rate, or to higher susceptibility to
damage of the nest cells due to erosion or other external
disturbances. At habitat patches lacking soils with low
penetrability resistance, various species of wasps and
bees were even shown to increase the frequency of nest
usurpation and nest sharing. Such behavior has been shown
for Mellinus arvensis, Cerceris antipodes, Cerceris
australis,Cerceris cribrosa,Cerceris simplex, and Andrena
erythronii. Nesting in substrates with higher penetrability
resistance may also lead to the decreased fitness of
digging individuals, as in fossorial ant communities the
increased energy expenditure and desiccation due to
cuticular abrasion is thought to be related to higher
mortality rate of adult excavation specialists compared to
the nonspecialists.

Soil penetrability and other invertebrates
Representatives of several other groups of invertebrates
were also shown to be dependent on soil penetrability.
Among them are springtails (Collembola), the density of
which is reduced with decreasing penetrability and
increasing bulk densities. This behavior is shared among
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at least nine springtail species (Dittmer and Schrader,
2000; Larsen et al., 2004) and thus seems to be
characteristical for springtails as a typical soil-specialist
invertebrate group. Some of the arachnids (Arachnida)
were also shown to be dependent on proper soil penetra-
bility, as Bradley (1986) reported it for scorpion
Paruroctonus utahensis. Soil penetrability and compac-
tion is also a strong determinant of presence and activity
of earthworms (Lumbricina), such as Aporrectodea
caliginosa and Lumbricus terrestris (Joschko et al.,
1989; Stovold et al., 2004). Despite very few studies being
focused on fossorial invertebrates, it is highly probable
that the soil penetrability dependence is associated with
most of the other groups of invertebrate soil specialists.

Burrowing in aquatic species
Penetrability is also known to have strong influence on
density and distribution of marine macroinfauna in coastal
intertidal zones. Among the groups influenced are
Mollusca (Bivalvia), Annelida (Polychaeta),Oligochaeta,
Nemertea, Sipuncula, Arthropoda (Amphipoda,
Brachyura), and Insecta (Hsu et al., 2009). Among others,
penetrability of coastal intertidal zones affects density and
distribution of economically important species, such as
shrimps (Caridea) (Eckrich and Holmquist, 2000).
Marine sediments are dominated by mud – elastic solids
that fracture under small tensile forces exerted by bur-
rowers. Thus, numerous aquatic species had been shown
to burrow by crack propagation, not by various forms of
digging common among terrestrial burrowers. Among
the groups shown to use crack propagation are poly-
chaetes (Nereis virens) and bivalves (Yoldia) (Dorgan
et al., 2005, 2006). However, it is still unclear how often
and under what conditions a crack becomes a burrow.


The historical view of the function of animal burrow is
that it represents a microrefuge, or shelter from environ-
mental stresses such as temperature extremes, fire, or pre-
dation. Despite the burrowing costs, the burrowers have
been extremely successful in the reinforcement of social
life, in the alteration of habitats, in the exploitation of the
resources of others, and in the invasion in new habitats.


Summary
Soil penetrability was shown to affect burrowing of both,
terrestrial and aquatic animals. As soil penetrability is
not uniformly distributed either vertically or horizontally,
species-specific soil penetrability preferences result in
spatiotemporal separation of habitats utilized by different
burrowing species, and thus contribute to decrease in
overlap between available resource patches.
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Synonyms
Cone penetrometer; Profile penetrometer

Definition
Penetrability. The ability or ease at which an instrument
can penetrate the soil.
Soil penetrometer. Device consisting of a rod (shaft) with
a pointed or blunt tip on one end that is pushed or ham-
mered into the soil to measure soil penetration resistance,
soil penetrability or strength.

Introduction
Soil penetrometers are instruments that can be used to
measure the strength, compactness, or cohesiveness of
a soil. Originally, penetration tests were conducted to
determine soil load bearing capacity for engineering pur-
poses. They have also been used extensively in geotechni-
cal engineering to describe the stratigraphy of geological
layers. In agriculture, penetrometers are traditionally used

*All rights reserved

to measure soil compaction, although other uses, includ-
ing soil mapping, have been implemented.

Design
Several designs have been proposed and are in use today,
with many commercially available devices. Soil pene-
trometers in their most simple form consist of a metal
rod that can be pushed or hammered into the ground man-
ually. If it is pushed, the individual pushing the penetrom-
eter would “sense” the force required to penetrate the soil.
This requires a certain level of training and experience.
However, most penetrometer designs incorporate a dial,
spring loaded scale, or load cell to measure the force
required to push the rod into the ground. The rod or shaft
can have evenly spaced markings to measure the depth
of readings. More complex designs incorporate electronic
load cells and will be discussed in more detail later. Pocket
penetrometers are convenient since, as the name implies,
they can be easily carried in a pocket or bag. However,
they have a blunt tip and only measure penetrability of
very shallow depths, the soil surface, or exposed soil
layers (Lowery and Morrison, 2002). Drop penetrometers
are not pushed into the soil surface but rather dropped
from a given height. The depth to which the drop pene-
trometer inserts itself into the ground gives the user an idea
of soil compaction and penetrability at the soil surface.
A laboratory version of the drop-cone penetrometer can
be used to determine the liquid limit of cohesive soils
(McBride, 2002). The dynamic cone penetrometer
(Herrick and Jones, 2002) is yet another very simple
device for measuring cone penetration resistance.
According to Herrick and Jones (2002), the dynamic pen-
etrometer method does not require one to push the pene-
trometer through the soil, nor does it need one to apply
continuous force to the penetrometer. Dynamic penetrom-
eters supply a known amount of kinetic energy (KE) to the
penetrometer, which causes the penetrometer to move
some distance through the soil. Penetration distance
depends on the KE applied, the geometry of the penetrom-
eter tip, and the soil penetration resistance.


The dimensions and geometry of the tip and the rod
itself can affect penetration measurements. For agricul-
tural purposes, most penetrometers consist of a stainless
steel rod with a threaded, replaceable, tip attached to one
end and a handle on the other. The tip is constructed of
stainless steel with a 30� angle and can have two different
base diameters, 12.8 or 20.3 mm (Figure 1) (ASAE,
1999a). The American Society of Testing and Materials
(ASTM) suggests using a 60� cone; however, the applica-
tion of this design is mainly intended for civil engineering
purposes (ASTM, 2007). It is important to note that pene-
trometers with a cone that have an angle greater than 30�
will exhibit lower penetrability (i.e., greater cone index
values), while decreasing the diameter of its base will have
the opposite effect. If one desires to make comparisons
between treatments or soil conditions, it is important that
the same type of penetrometer is used.
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Soil Penetrometers and Penetrability, Figure 1 Soil penetrometer dimensions and examples of two common designs: (a) using a
load-cell for force data measurement and, (b) a manual design with a dial gauge. Adapted from ASAE, 1999a.
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Cone index and insertion speed
Penetrability measurements taken with a soil penetrometer
can be expressed as the force required to push the cone
into the ground. This force is typically referred to as the
cone index and is defined as the force per unit base area
(ASAE, 1999b). Further, it is recommended that
a constant insertion rate of 30 mm/s be used when acquir-
ing data with a soil penetrometer (ASAE, 1999b). How-
ever, it is noted that lower insertion rates would not
introduce significant error to the measurement. In any
case, it is important for the penetrometer rod to be pushed
at a constant rate to avoid artificial spikes in the data.

Uses of soil penetrometers
Soil penetrometer designs also vary in the manner they
record cone index and in the manner they are pushed.
The most common and simple soil penetrometers are
pushed into the soil manually by the user and measure
cone index with either a dial or spring gauge. The main
information that can be obtained with this type of device
is the maximum cone index value and depth of the maxi-
mum value. This would be useful to determine the pres-
ence of hardpans and depth of subsoiling required to
alleviate this condition. Cone index values >2 MPa are
often considered to be root restricting (Taylor and
Gardner, 1963; Raper et al., 1994).


Soil penetrometers used for most research purposes are
designed to allow for the recording of the cone index data
digitally as the rod/tip is pushed into the soil/material, as

well as the soil depth associated with the reading. This
provides the user with a picture of the penetrability of
a given soil profile. The force is typically measured with
a load cell and the depth with a sonic depth indicator, an
encoder, or a potentiometer. Various commercially avail-
able models rely on human power to push the device into
the soil. However, Lowery (1986) developed a portable
soil penetrometer that fits between crop rows and can be
electrically driven into the soil at a constant speed,
improving the quality of data collected compared to
a manually pushed penetrometer. Other soil penetrometers
have been designed to be driven hydraulically, thus
allowing for constant insertion rates. Raper et al. (1999)
developed a multi-probe soil penetrometer consisting of
an array of five rods, each one with its own independent
load-cell. This setup provides cone index data at five loca-
tions simultaneously and can be used to create contour
plots of penetrability for soil profiles (Figure 2). Others
have used soil penetrometers to map soil variability in
agricultural landscapes since penetrometers can measure
differences in penetrability between soil layers and depth
to these layers (Grunwald et al., 2000, 2001). Arriaga
and Lowery (2005) developed a three-dimensional (3-D)
map of an eroded landscape with data collected with
a soil penetrometer and used this and other information
to estimate the total amount of soil organic carbon stored
in various soil horizons. Other penetrometer designs have
incorporated simultaneous determination of soil water
content with some success (Morrison et al., 2000; Young
et al., 2000).
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Soil Penetrometers and Penetrability, Figure 2 Contour plot of cone index data collected with a multiple cone soil penetrometer
for a soil profile in the autumn. Notice the area with lower cone index values is associated with the location of a bent-leg
subsoiling operation conducted in the spring, and the area to the right with greater cone index values relates to the
traffic middle. (Unpublished data)
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Soil properties that affect penetrability
Penetrability is a function of several soil properties includ-
ing soil water content and bulk density. Typically, penetra-
bility and cone index values are directly correlated with
soil bulk density (Lowery and Schuler, 1994; Grunwald
et al., 2001). However, soil particle size distribution also
affects penetrability, particularly clay content. The manner
in which clay content affects cone index values is affected
by soil moisture. Also, past tillage and traffic practices
often cause increased bulk density in wheel tracks. Differ-
ences in cone index due to inherent soil conditions are
sometimes difficult to determine due to differences caused
by tillage and traffic events. Therefore, it is difficult to
develop so-called pedo-transfer functions that would pre-
dict clay content, bulk density, or soil moisture from cone
index values alone. Additionally, it is recommended to
take data with soil penetrometers as close as possible to
field capacity conditions (i.e., after a significant rainfall
event) to minimize differences between treatments that
might be caused by soil water content during soil
investigations.


Summary
Soil penetrometers are useful tools that measure the pene-
trability, or strength, of a soil. They can be as simple as
a rod or shaft with a blunt or sharp end, or complicated
mechanically driven instruments with digital data collec-
tion systems. Regardless of their design, soil penetrome-
ters measure soil penetrability and can detect differences
in soil strength within a soil profile. Traditionally,

penetrometers in agriculture have been used to detect soil
compaction issues and depth to compacted soil layers.
However, with advances in electronics and computing
power, several researchers have created innovative uses
for soil penetrometers such as the development of
pedotransfer functions and 3-D mapping of soil land-
scapes from cone index data. With the advent of new
technologies and coupling of other sensors, soil penetrom-
eters will continue to be important useful tools in
agrophysics.
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Soil Phases, Figure 2 Changes of a three-phasial system
(in volumetric percent) of an upper layer of loess soil (acc. to
Turski et al., 1997, changed), (a) after ploughing (soil density
1.06� 103 kgm�3), (b) after wheat harvest (soil density
1.40� 103 kgm�3), and (c) shortly after compaction by tractor
(soil density 1.69� 103 kgm�3).

SOIL PHASES


Jan Gliński
Institute of Agrophysics, Polish Academy of Sciences,
Lublin, Poland


Soil phase is a portion of a mixture that has: (1) differing
properties from the contiguous material and (2) definite
bounding surfaces (Fredlund and Rahardjo 1993).

Soil is a heterogeneous, multiphase, disperse, and
porous system. It is built of four phases: solid, liquid,
gaseous, and living phase composed of organisms that
participate in soil metabolism. In unsaturated soils,
additionally, the air-water interface as an independent
phase (or contractile skin) is distinguished (Fredlund and
Rahardjo 1993). Phases play a significant role in forma-
tion soil, physical properties, and processes. A typical
example of the proportion of phases in mineral soils is
shown in Figure 1. In organic soils, which are in minority
(about 1.2% of the world land area), these proportions are
other, to the advantage of organic matter (at least 30%).


The distribution of solid, gaseous, and liquid phases
within soil profile creates soil structure (soil architecture).
When soil is dry, only solid particles and air within the
pores are present, creating two-phase composition.


Phases have own volume and weight (except air phase),
and they are not evenly distributed within the soil.
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The relative proportion of the phase change strongly
depends on soil management practices. An example of
such change due to soil compaction is shown in Figure 2.


To determine numerous soil ecological functions, such
as transport processes, buffering and transformation
capacities, biological habitat, production of biomass
(Blum, 2008), drainage and irrigation practices, phase
diagram, and phase relationships based on ratios of the
volume and mass are useful (Lal and Shukla, 2004).


The term soil phase is also used as a “subdivision of
a soil type of other unit of classification having character-
istics that affect the use and management of the soil, but
which do not vary sufficiently to differentiate it as
a separate soil type. Avariation in a property of character-
istic (e.g., degree of slope, degree of erosion, stone con-
tent)” (Gregorich et al., 2002).
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Synonyms
Information systems; Satellite images; Soil degradation;
Soil harms; Soil threats


Definitions and introduction
Soil physical degradation is involved in more general
notion “soil degradation.” In common understanding, soil
degradation is defined as “the general process by which

soil gradually declines in quality and is thus made less fit
for a specific purpose, such as crop production” (Soil Sci-
ence Glossary Terms Committee, 2008).


“Remote sensing (fr. télédétection) means combination
of techniques and methods to recognize, identify and
investigate objects (e.g., soils) and phenomena (e.g., tem-
perature) from a distance, i.e., without contact with those.”
Remote sensing offers also the possibility to study the
relationship between objects and phenomena as well as
the study of development in their properties” (Białousz,
1999, 511).


In many books and dictionaries different definitions of
remote sensing could be found. For example, Sabins
(1997) defines it as: “The term remote sensing refers to
methods that employ electromagnetic energy, such as
light, heat, and radio waves, as the means of detecting
and measuring target characteristics. . . . The science of
remote sensing excludes geophysical methods such as
electrical, magnetic and gravity surveys that measure
force fields rather than electromagnetic radiation.”


“A geographic information system (GIS) is the combi-
nation of skilled persons, spatial and descriptive data, ana-
lytic methods, and computer software and hardware-all
organized to automate, manage, and deliver information
through geographic presentation” (Zeiler, 1999, 46). GIS
provides the tools to collect, manage, and display geo-
graphic data very efficiently and effectively (Longley
et al., 2005, 438). Recently acronym GIS is developed
also as Geographic Information Science. “GIScience
is the set of fundamental issues (scale, accuracy,
relationship between humans and computers) arising from
the use of geographic information systems” (Longley
et al., 2005, 438).


Many interdependent processes occur in soil at the
same time, but only some of them, fortunately, lead to soil
degradation. According to scientific research methods and
based on them indicators of degradation, one can talk
about the degradation of biological, chemical, or physical
properties of soil and caused by them the degradation of
soil functions. In this text we examine the types of physi-
cal soil degradation and their influence on the degradation
of soil functions and the methods of their study.


In the ultimate approach, soil physical degradation
could be also understood as the total destruction of the soil
as a biologically active body, creating a medium for plant
growth and food production. Total physical degradation
means total disappearance of the soil (e.g., by erosion of
river or sea, or open mining of minerals) or change in the
function of the biological substrate of the living soil envi-
ronment for plant development platform (the base) on
which the road or buildings are constructed.


Many countries and international organizations direct
their attention to soil degradation, analysis of the causes
of this processes, methods of preventing degradation, and
methods of degraded soils’ rehabilitation. In the USA there
is a Soil Conservation Service, while in the European
Union ongoing work leads to establishment of Soil Protec-
tion Strategy (EC Proposal for a Directive, 2006).
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Studies on soil degradation take into account all ele-
ments of the cause and effect relationship. There is
a reason (cause), which causes processes (acting factors).
The receptor of these processes is the soil, in which harms
occur.


Analyzing the causes and processes of degradation and
knowing the properties of soil and surrounding environ-
ment, areas vulnerable to degradation could be delineated
and the intensity of degradation could be predicted. Such
studies require a lot of time and resource; therefore, they
often examine the effects of degradation processes
(harms). Harms are expressed by, among other things,
a deterioration of soil physical properties (increasing of
density – compaction, reduced permeability, reduced
water holding capacity, deterioration of structure,
crusting, cracking, loss of organic matter), reducing the
depth of active soil layer by water and wind erosion,
creeping, solifluction, landslides, and in extreme cases
by soil erosion leading to the point where soil is biologi-
cally inactive until the rocks or soil are covered with
a layer of asphalt or concrete.


Currently, new approach that it is cheaper and better to
anticipate risks and prevent them, than to remedy their
consequences later is creating. Thus, development of
methods that allow the delineation of priority areas for soil
risk is begun. European Soil Bureau Network formed
a special working group for this purpose. Notion of prior-
ity areas for soil risk correspond with notion of soil threats.
The concept of strategy for soil protection contained in the
European Soil Framework Directive (EC Proposal for
a Directive, 2006) distinguishes eight major threats of
soils:


– Erosion, loss of organic matter, contamination, salini-
zation, compaction, decrease in biodiversity in the soil,
sealing, landslides, and floods.


All these risks and their effects, regardless of their posi-
tion in the cause and effect chain, could be studied using
three different approaches (Eckelman et al., 2006):


1. Qualitative approach, based on expert knowledge
2. Quantitative approach, based on measured data
3. Model approach, based on prediction of the extent of


soil degradation from modeling, considering site fac-
tors and soil management


Remote sensing and GIS for soil degradation
survey: general information
In examining both the risk of degradation, degradation
processes, as well as its effects, methods that utilize GIS
and remote sensing are useful. Soil as a continuous layer
on the Earth surface and the processes occurring in it are
interesting subjects to investigate using remote sensing
methods, but also difficult because it is a three-
dimensional layer, mostly covered by plants which hinder
observation from the air. Therefore, three main elements
of remote sensing technology must be carefully utilized:

acquiring, processing, and interpreting image and related
data obtained from aircraft and satellites that record the
interaction between soil and electromagnetic radiation.


Technology of data acquisition uses different ranges of
electromagnetic spectrum (UV, visible, infrared, micro-
wave) and recording equipment adapted to these needs:
analog (photographic) and digital cameras, multispectral
scanners, radars, radiometers and image radiometers.
Now available are images recorded almost entirely digi-
tally. Therefore, their processing and interpretation are
quite easy. It should be kept in mind, however, that for
comparative researches, for example, for studies of pro-
gression or regression of soil degradation, which also
use photos that are 20–50 years old, require ability to work
with pictures taken with photographic cameras.


Remote sensing data for study and modeling of soil
degradation should satisfy several conditions. First of all,
they should be recorded in the spectral ranges, and in those
seasons in which environmental elements affecting the
degradation and their effects are most visible (Bonn,
1996; Białousz, 1999; Girard and Girard, 1999). These
conditions, though theoretically known, are very difficult
to satisfy because of cloud cover, and availability and cost
of equipment (satellite images programmed on a specific
date are much more expensive). Only in a few research
projects such registrations were feasible. Thus, in most
cases the study of soil degradation makes use of images
recorded for other purposes (map updating, cadastre, LPIS
for CommonAgricultural Policy) and images taken during
current satellite missions. For that reason the digital
processing of such data must be handled in a manner that
eliminates image features, which obscure the effects of
soil degradation, and when interpreting the results, using
many elements of deductive reasoning and the available
knowledge bases (Mulders, 1987; Białousz, 1999).


Remote sensing methods used in soil study utilize dif-
ferentiation behavior of electromagnetic radiation in con-
tact with the soil as it reaches the soil surface. This
differentiation lies in the fact that the soil, depending on
its state and its properties, absorbs and reflects in different
spectral ranges of various amounts of radiation falling on
it from the Sun, or from a radar antenna, and radiates dif-
ferent amounts of energy depending on properties, espe-
cially humidity. Differences between the soils can be
detected and then interpreted, when the differences of their
characteristics or properties cause measurable differences
of energy reflected or radiated by the soil.


The identification of soil in images registered in the
optical band utilize the knowledge that soils with higher
organic matter content, wetter, and cloudy reflect less
solar energy and appear darker in photographs, while soils
with low organic matter content, drier, and with smooth
surfaces, or that contain carbonates in the surface layer
reflect more energy, and hence appear brighter in the pic-
tures. There are many examples, where the boundaries of
soils with different organic matter content or with differ-
ences in humidity are very clearly visible on aerial
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photographs and satellite images (Soil Atlas of Europe,
2005). A large amount of research has been performed
to determine the relationship between organic matter con-
tent, soil moisture, carbonate content, soil pigments and
spectral characteristics of soils, and associated soil
images in photographs (Baumgardner et al., 1970;
Escadafal and Girard, 1988; Białousz, 1999). Based on
these correlations, attempts at automatic mapping of
organic matter and soil moisture have been made. Due
to the complexity of these relationships, only few
attempts have been successful.


A number of models describing the relationships
between the geometry of the structural aggregates on the
soil surface, the position of the Sun as a source of radia-
tion, the position of the observing sensor, and the spectral
characteristics of soils have been developed (Cierniewski
and Verbrugghe, 1997; Cierniewski et al., 2004).


Methods of remote sensing studies of soil
degradation
General research on the recognition and interpretation of
soils in aerial and satellite images have provided a basis
to analyze whether, and if so how remote sensing methods
can be used to study soil degradation. The logic of these
methods is, as it follows:


1. To determine the risk of degradation:
(a) For each type of threats to determine the set of


internal factors, arising from the soil characteristics
and external factors (climate, relief, land cover,
anthropopressure) causing danger of degradation
and its intensity


(b) Specify remote sensing data; what methods of their
processing and interpretation will provide data to
the model simulating the threat, or will immedi-
ately (without model) predict these risks and deter-
mine their spatial extent


2. To study the effects of degradation (degraded soil
inventory)
(a) To determine how degradation processes


influenced physical and chemical properties of sur-
face soil layers: loss of organic matter, deteriora-
tion or loss of crumb structure, increasing
compaction, worsening air, and water properties.
These cases are generally known from studies on
physical properties of soil


(b) To determine how changes in these properties
affect the spectral characteristics of the soils, on
soil temperature, the density and intensity of vege-
tation cover


(c) To determine how it will effect on the radiometric
value of remote sensing images and on the images
of soils obtained from various digital processing of
initial data


(d) To determine whether the resulting differences in
images of soil (or vegetation cover) are sufficient
to detect the occurrence of soil degradation and

their delineation, according to the types of
degradation


In both cases (1 and 2) the final goal of application of
remote sensing methods is assessment of the risk of
degradation or a statement regarding degradation already
present. It is a broader approach than a simple one
informing that the change of physical properties.


Remote sensing data can often be understood as
a radiometric value of pixels being still subject to digital
processing as well as data recorded during satellite mis-
sions brought for radiometric and geometric correction
of images. For environmental research, including soil,
not only are used radiometric values of pixels, but also
derived products such as DTM and land cover maps.


For the study of different types of degradation, it is
recommended that various types of remote sensing data
and different methods of processing and interpretation
are used. Source data and methods must also take into
account the territorial scope of research: on a scale of
one field, micro regional, and regional. We will perform
such an analysis for the most important types of soil
threats.

Soil erosion
“Soil erosion is the wearing away of the land surface by
physical forces such as rainfall, flooding water, wind,
ice, temperature change, gravity or other natural or anthro-
pogenic agents that abrade, detach or remove soil or geo-
logical material from one point on the earth’s surface to
be deposited elsewhere” (Soil Science Glossary Terms
Committee, 2008). The result of erosion caused by rain
and melting water is the loss of soil mass in the upper parts
of the terrain and its deposition at the foot of the slopes, at
the water reservoirs and transfer by rivers to seas and
oceans. Measurable effect of erosion is a lowering of the
surface of the eroded area. With the reference to the mor-
phology of the soil profile the result of erosion is reduced
thickness of humus horizon, its total removal and the
exposure of the deeper horizons, or even the mother rock
(parent material). The most common indicator of the
intensity of the erosion is the amount of eroded soil
expressed in tones per hectare per year. It is obtained from
measurements in the field or from modeling.


Remote sensing and photogrammetric methods can be
used both to measure the effects of erosion (small area)
and to assess the risks of erosion through modeling. For
small areas, parameters calculated with use of remote
sensing data, useful to estimate the effects of erosion are:
value slope angle, slope length, elevation, the area of land
occupied by ravines (gullies) and rills and their volume,
surface covered by permanent and annual vegetation, the
area without vegetation during the greatest threat of
erosion.


Many of these data can be obtained from large-scale
aerial photographs (altitude, slope angle, slope length,
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area and volume of gullies and rills) and from periodic reg-
istration of LIDAR.


The utility of remote sensing data to model the risks of
erosion depends on the type of model, namely, the param-
eters used in the model. The most commonly used param-
eters are: slope angle, slope length, class of land cover,
type of agriculture, terrain dissection by hydrography net-
work, and density of road networks. All these parameters
can be determined from the DTM and satellite imagery
of high (Landsat ETM, SPOT, IRS), and very high
(IKONOS, Quick Bird, WorldView) spatial resolution
(Białousz and Baritz, 2006).


Beside the measurement, the real effects of erosion
performed on small plots of experimental fields the ero-
sion hazard modeling an inventory of the larger areas
already affected by erosion of varying intensity are
carried out.


Traditional methods of photointerpretation (the interpre-
tation of stereoscopic aerial photographs), computer-assisted
interpretation of digital aerial photographs or satellite
images classification, and an object-oriented approach
can be used. In each of the methods a relationship
between the effects of erosion and soil eroded images
is used. It is assumed in general that woodland soils
and permanent meadows are not affected by erosion.
Pastures, because of the possibility of overgrazing, too
early or too late season of grazing can be affected by
erosion.


In the early stages of erosion, when there is still
a preserved (though shallower) humus horizon, eroded
soils (in the upper parts of the slopes) are lighter, while
in the foothills in the deluvial accumulation zone they
are darker. They also have a distinctive texture image
composed of bright streaks of fine material, stretching
along the slope line.


In subsequent phases, when on the surface deeper hori-
zons of soil or rock appear, the color of eroded sites may
also be light, if lighter soils horizons (E) or bright rocks
(limestone, sandstone) where exposed or dark, when on
the surface is illuvial horizon, clay parent material, or
other dark rock.


Advanced erosion of the loess areas is visible through
the dendrites of ravines (gullies) with a depth of several
meters. The intenseness of erosion at such sites can be
expressed by the density of the network of ravines. This
is readily calculated almost automatically using the appro-
priate functions of GIS software. The ravines are very
clearly visible on all types of aerial and satellite images.


GIS technologies allow connecting satellite and aerial
images with different thematic layers, such as: soil types,
texture, geology, geomorphology, land cover, slopes,
aspect and others. This allows by modeling or by
a simple visual analysis to delineate eroded areas and the
intenseness of erosion. Results of both, modeling and
visual analysis require verification in the field.


Delimitation of eroded areas is easier if specially
processed image (enhancement of clear tones, maps of
brightness indices) is overlayed on a three-dimensional

image derived from a DTM that has been magnified
vertically.

Landslides
Landslide is defined as “the movement of a mass of rock,
debris, artificial fill or earth down a slope, under the force
of gravity, causing a deterioration or loss of one or more
soil functions” (Huber et al., 2009). There are two types
of landslides: slow moving landslides and fast moving
landslides.


As in the case of erosion there is the possibility:


1. Of inventory of landslide activity occurrence with esti-
mation of volume of displaced material


2. To assess landslide hazard
3. To create a system for landslide control measures


In all of these cases the role of remote sensing and GIS
technology could be meaningful.


During the mapping, where landslides have occurred,
facts observed on the ground are taken into consideration
(they can be marked on a map or their coordinates mea-
sured using GPS) as well as specific terrain microforms
identifiable in stereoscopic aerial photographs, or satellite
imagery complemented by a DTM. In recent years, to
identify these forms satellite radar interferometry and
three-dimensional images generated from LIDAR have
also been used.


For landslide hazard assessment models, the following
key parameters are used: slope angle, slope length, land
cover, drainage network and road network (as GIS layers),
parent material (texture, aggregate stability, sequence of
permeable and impermeable layers, depth of impermeable
layers) climatic date, and current site of identified
landslides.


The parameters for the slopes and forms of the
terrain (convex, concave, flat) can be obtained from
the DTM. The DTM should have a spatial resolution
from 15 to 20 m. and a vertical precision of 30–50 cm. It
should therefore be created from aerial photographs, or
from aerial LIDAR registration. DTMs created from aerial
photographs for the LPIS require careful checking before
using it for such purposes. Classes of land use can be
obtained from high resolution satellite images, or from
orthophotomaps performed for LPIS.


Layers of parent material can be obtained from maps
(databases) of soil, geological, or geomorphological maps
at scales of 1:25,000 and larger.


System for landslide control measures should include
fixed points for field measurements (analogous to the geo-
detic measurements of displacement), a base for terrain
registration by LIDAR and reference points for processing
LIDAR aerial images. Analysis of all mentioned data
should take into account also data on rainfall (seasonal dis-
tribution and extreme values), snow cover, and freezing
depth of soil to obtain information making possible to pre-
dict what amount of rainfall in a given area can cause land-
slides to occur.
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Floods
Three kinds of applications of remote sensing and GIS
technology can be identified:


1. To delineate the areas flooded by the flood waters. The-
oretically, aerial infrared photographs are the best, but
clouding associated with flooding causes the limitation
to their implementation as well as for registration of
satellite images in the optical band. Cloudless skies
usually appear a few days following the peak flood
wave, so the images do not register all the flooded
areas. Radar images can be taken regardless of the
weather and often they are the only documents that
show all the flooded areas. There is an international
agreement in effect by which the owners of remote
sensing systems may at the request of interested coun-
tries pass along, as soon as possible transfer (usually
for the next day), images recorded for flooded areas.
This facilitates the tracking of the flood wave propaga-
tion as well as organizational measures for rescue oper-
ations. Such images of the Vistula River Valley were
registered on 11 May 2010 by the TerraSAR-X system
during the floods of May 2010. Images registering
flooded areas make it easy to assess the damage and
work on removing the effects of floods.


2. To control the state of flood banks. Levees along rivers
in some countries are tens of thousands of kilometers in
length. Current monitoring of their condition directly
in the field requires much time and ample manpower.
Aerial photographs taken for other purposes can be
used to analyze levees and their environs. On enlarged
and processed images, results of damage to the
ramparts are visible, often due to damage by people
and cattle in areas outside the paved passages, losses
caused by animals by the river zone, and leakages of
water. The best for these purposes are infrared images
taken in early spring at high water levels in the river,
but this kind of pictures is not always available.


For these purposes archival photographs should be
used. In EU countries, in the next few years the possi-
bility of using images registered every 3–5 years for
updating orthophotomaps compiled for LPIS is prom-
ising. Identification of damaged sites is impeded by
the fact that the grass covering crowns and slopes of
levees are not always cut, making damage difficult
to see.


3. To model flood risk. This pertains to two kinds of
models. Models predicting the status (height) of water
in the river and models of risk of land flooding. For
the first type of models, data for the whole catchment
are necessary, and for the second type of models, only
data for the valley in the range of potential flooding.


In both cases, essential data are: land cover classes,
DMT, and hydrography network. Land cover classes and
their area could be determined with precision satisfying
modeling by classification of multispectral satellite
images or by visual interpretation of color composite

images obtained from multispectral images. They should
register one or two infrared spectral bands and have pixel
of 5 m or less.


Land cover classes are used to determine terrain rough-
ness indices necessary to calculate speed of flood wave
and to estimate soil retention ability. Images should be
registered when it is the easiest to identify land cover clas-
ses, which affect terrain roughness: arable land, meadows
and pastures, bushes, forests, and built-up areas. Conse-
quently, in temperate zone the best time for it is May, sec-
ond half of August, and September. Lately, new attempts
to determine terrain roughness indices have been made
with LIDAR, but there is no need for such high accuracy
in modeling.


DTM should have vertical accuracy around 20–30 cm.
Only direct measurement in the terrain (too costly), large-
scale aerial images or LIDAR images can provide such
precision. The same large-scale aerial images used to cre-
ate DTM might be useful to perform land cover maps, but
such procedure takes significantly more time and funds,
than based on satellite images.


Land cover maps or color composite images from satel-
lite images supply data not only to determine terrain
roughness indices, but are proved to be useful to assign
polders and storage reservoirs location as well as to plan-
ning valley monitoring or to carrying out rescue action.
Nevertheless, those are commonly overlooked, as liable
services prefer using maps.

Loss of organic matter
Loss of organic matter in common language means the
loss of organic matter in the topsoil. It is a process that nat-
urally occurs in all arable soils and in drained organic
soils. In a good agrotechnical situation, these losses on
mineral soils are offset by organic fertilization and crop
rotation. When can a loss of organic matter be considered
as soil degradation? This is difficult to determine, because
the thresholds may be different depending on climate zone
and soil use. It is understood that in Europe under condi-
tions where the soil has less than 1% of soil organic car-
bon, and without organic fertilization deficit of mineral
nitrogen may occur, which leads to a reduction in biomass
production and to a decrease in soil organic matter (SOM)
content (Soil biodiversity, 2010).


Remote sensing and GIS technologies can help in anal-
ysis of soil organic matter diminution in arable land. As
with other phenomena, the SOM inventory and delinea-
tion, the areas with a greater risk of loss of SOM should
be differentiated. In the case of inventory the mentioned
earlier relationship, that soils with higher organic matter
content are darker and reflect less solar energy (below
10%) in each of the ranges of visible and near infrared
band is used. This leads to darker tones of these soils (dark
gray, black) on aerial photographs and to lower radiomet-
ric values of pixels in the digital images.


Several attempts have been made to determine the
quantitative correlation between the amount of reflected
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solar energy, the optical density of aerial photographs,
radiometric values of pixels, and the content of SOM.
A set of indices has been used, among others: brightness
indices, image enhancement, contrast stretching, and other
digital image processing to increase the strength of corre-
lation. The aim of these studies was to elaborate and test
automated methods of delineation of soil boundaries
according to content of SOM. However, results have been
modest, because the appearance of soil on remote sensing
images also depends on other soil properties as well as
external factors. Practically it is possible to delineate the
areas with a similar SOM content. The amount of SOM
for each area should be measured by laboratory methods.
Remote sensing data thus should be recommended as
supporting material (Baumgardner et al., 1970; Białousz,
1999; Girard and Girard, 1999).


For analyzing loss of SOMmulti-temporal remote sens-
ing data could be useful. Theymay show diminution of the
surface of soils rich in SOM as a result of artificial drain-
age or erosion. The second case is observed in the cherno-
zems of Central and Eastern Europe formed on loess,
particularly in countries where large-area state farms are
operated.


Remote sensing methods can also be useful to investi-
gate the loss of SOM in organic soils as a result of their
drainage and tillage, because interpretation of images
helps delineation of areas that are in intensive cultivation.
Also, in particular cases make possible to detect differen-
tiation of soil cover by differences of soil temperature
and humidity, which are calculated on the basis of data
registered in the thermal and microwave band. In connec-
tion with ground-based surveys, areas with different dim-
inution of SOM could be detected and delineated.


In advanced studies, performed in the framework of the
global balance of CO2, remote-sensing data from the opti-
cal, thermal, and microwave bands are used to calculate
LAI, biomass, evapotranspiration, moisture, soil tempera-
ture, and other indices. These parameters together with
land cover data are implemented to the models that allow
to calculate the ecosystem’s CO2 balance (Hese et al.,
2005; Calvet et al., 2005). Positive balance of CO2 (CO2
released more than assimilated by plants) means
a degradation of SOM. Studies of this type were designed
and partially executed in the USA and Europe
(CarboEurope, Geoland 2 programs).


Soil surface sealing
Soil surface sealing in the broader sense includes “all land
development for human settlement-related activities
by which previously undeveloped land is urbanized,
i.e., agricultural, forest or natural land are turned into
built-up areas” (Jones et al., 2008). It is also called as
a land consumption. In more specific form, “soil sealing
means the destruction or covering of soil for buildings,
constructions, and layers or other bodies of artificial
material that may very slowly permeable to water causing
a deterioration or loss of one or more soil functions” (EC
Proposal for a Directive, 2006).

Indicator of soil surface sealing may be the absolute
area of sealed soils, the rate of sealed soils such as
per 1 km2, or per capita (Huber et al., 2009). Experience
has shown that remote sensing data and GIS technology
are indeed useful for the determination of these indicators.
It would seem that the surface of sealed soils can be
quickly calculated from cadastral data. However, the
cadastral data do not include all surfaces that are sealed.
Because the problem concerns mainly urban areas and
their surroundings, the full data for those areas can be
obtained from the base maps in scales of 1:500 or
1:1,000, but this requires a lot of work, even when the
maps are already in digital form.


Each country protecting soils draws up an annual soil
balance, which shows howmuch new agricultural and for-
ested land has been converted to urban areas. Such data is
available in each country’s cadastral and statistics offices,
urban planning and environmental organizations. But
national or regional registers of sealed soils do not exist.
Some cities in Europe calculated the surface of sealed
soils, to estimate how much water flowing to the sewage
treatment plant comes from households, and how much
from the roofs of buildings and concrete-covered spaces.
Some cities have introduced a so-called roof tax.


However, this is not the most important reason to know
how large the surface of sealed soils is. Equally important
is the impact of those areas on the city’s microclimate. At
the time of the writing of this text, it was 32�C out of the
building. Some windows of the room are overlooking
the garden (non-sealed soil), and the others the street with
asphalt and concrete (sealed soil). Even without any mea-
surements, impact of sealed soils on microclimate of the
room and on the mood of the writer was perceptible.
Sealed soils cause also a rapid runoff of rainwater into riv-
ers and increase the risk of high water flooding.


The quickest way to calculate the area of sealed soils is
to use large-scale digital maps showing buildings, con-
crete-covered surfaces, bitumen, and green areas as well
as orthophotomaps generated from aerial photographs or
from satellite images with a size of pixel around 1 m. In
the first step homogeneous areas in terms of development
intensity are delimited on orthophotomaps. In each
homogenous area test zones are determined (randomly or
systematically). For which test zone the surface of sealed
soils is calculated using the detailed digital maps. Then,
using the orthophotomaps, sealed surfaces and the various
indicators are calculated for homogeneous areas and
for the whole city. Calculations made by this method for
Warsaw (Białousz, 2008) showed that in the district with
the nineteenth century buildings, sealed soils occupy
96% of the total area and, respectively, 52% in the zone
of big blocks, 26% in residential zone, and 20% in urban
green areas. On average, sealed soils cover 47% of the
built-up areas and 22% of the area within the administra-
tive borders of Warsaw. The rate per inhabitant amounted
to 66 m2.


Surfaces of sealed soils and new urban areas (land con-
sumption) will be calculated quickly after the creation of
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CORINE Land Cover (CLC) database based on satellite
images of very high spatial resolution (pixel 1 m and less).
Reference zones will be needed, however, because part of
the terrain is covered by trees and bushes; therefore the
real surfaces of these terrains are not visible on
orthophotomaps.


Salinization
Soil salinization is defined as “accumulation of water sol-
uble salts in the soil, causing a deterioration or loss of one
or more soil functions. The accumulated salts include
sodium, potassium, magnesium and calcium chlorides,
sulphates, carbonates and bicarbonates” (Huber et al.,
2009).


Soil salinization causes salt efflorescence on the surface
of soil, the disappearance of crumb structures, susceptibil-
ity to dispersion of the surface layer at a higher moisture
content, the creation of superficial crust when dry, and less
dense vegetation causing smaller biomass. For the delim-
itation of extent and intensity of the salty soil direct fea-
tures could be used: increasing the brightness of the soil
surface, and indirect features: lower density of vegetation
and diminished plant vigor. Under natural conditions,
meadows and pastures salted soils give rise to specific dis-
tinctive vegetation of a darker color than of vegetation on
salt-free soils, which is visible on the images.


Many studies proved the usefulness of aerial photo-
graphs and satellite images later in the inventory of saline
soils (USA, India, Pakistan, Iraq, Egypt, the European
Mediterranean area, regions around the Caspian Sea, and
other areas of semidry zone). Apart from satellite images,
GIS thematic layers that provide data on irrigation sys-
tems, groundwater depth, and the parameters characteriz-
ing the soil and water for irrigation are commonly used.
With such a multifactorial analysis the relationship
between groundwater depth and salinity of the surface
layer in the Nile Delta has been found as well as salinity
and the efficiency of drainage system in the delta of the
Rhone. GIS technology together with satellite images
and historical data makes modeling of salinization risks
a lot easier.


Compaction
“Soil compaction occurs when soil is subject to mechani-
cal stress often through the use of heavy machinery or
overgrazing, especially in wet soils conditions. Compac-
tion reduces the coarse pore space between soil particles,
thereby increasing the bulk density with the result that
the soil partially or fully loses its capacity to absorb water.
Compaction also affects subsoil layers” (Eckelman et al.,
2006).


Application of remote sensing data and GIS technology
to inventory the areas affected by the soil compaction and
to threat’s modeling is more difficult than to other types of
soil degradation. Soil compaction causes changes in cer-
tain soil properties, which can be recognized by remote
sensing methods, that is, deterioration of soil structure,
restriction of root growth, decrease in water storage

capacity, fertility, and biological activity, thus reducing
the density of vegetation and biomass. Rainwater periodi-
cally stagnant on the soil surface may be supplementary
feature characterizing compacted soils. Detection of these
features directly on the surface of bare soil or indirectly by
the vegetation lead to identification of this type of
degradation.


Because of the repetition of passages of heavy machin-
ery by the same places (zones near the edges of plots, area
of relapses, strips between the trees in the orchards), the
intensity of soil compaction in these places is higher than
in other parts of the field. For that reason a minimum and
maximum values within the field, rather than one average
value, should be shown.


At the scale of one field it is recommended to
determine soil compaction on the basis of direct field
measurements (analysis of the soil profile and soil
density measurements with penetrometer). For larger
areas, aerial photographs or satellite images can be used
to determine the sample plots and to extrapolate the results
obtained on the sample plots, and GIS technologies to take
into account other factors contributing to soil compaction.
Modeling based on soil texture, slope value, CEC, water
regime, and economical data (type of farming, saturation
by heavy machinery, frequency and periods of use of
fertilizers and pesticides, etc.) can separate the zones with
different susceptibility to soil compaction. According to
the simplified model, for example, such zones have been
separated for the southwestern Poland with an accuracy
corresponding to a map at the scale of 1:250,000 (Białousz
and Rozycki, 2006).


This type of soil degradation, which so far mainly has
been studied in laboratory-scale and in a single field scale,
has an impact not only on the yield of plants, but like soil
sealing accelerate also runoff of rainwater into the rivers,
therefore increase the risk of flooding. More accurate
models to determine the areas already affected by the soil
compaction, and delimitation areas that can be potentially
affected are not yet completely tested.

Contamination
This type of degradation is the hardest to investigate using
remote sensing andGISmethods. Such analysis, as well as
on the other types of degradation use the physical proper-
ties of soil changes and vegetation cover changes caused
by the contamination of soils. These changes (properties
of soil and vegetation) depend on the type of contamina-
tion. If it is, for example, fallout dust from the cement
plant, they will lighten the soil surface and reduce the acid-
ity, which will affect the structure of the surface layer.
Both of these changes, as well as the impact of emission
from the chimneys of other types of industrial plants influ-
ence weekly on the differentiation of soils in the images.
However, there are spectacular examples. Few days after
precipitation of snow the darker area around the chimney
of industrial plants was visible on the satellite images.
Contamination, like soil compaction generally impairs
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soil biodiversity, soil fertility and consequently reduces
the density and biomass crops (European Atlas of Soil
Biodiversity, 2010).


There have been successful attempts carried already
(Zawadzka, 2005) at exploring the correlation between soil
contamination and the results of processing multispectral
satellite images. Processing was supported by data input
from GIS thematic layers. A significant correlation was
found between the content of lead, zinc, and copper,
and the weighted sum of the spectral channels of the
ASTER system. Color composites generated from mul-
tispectral satellite images and GIS thematic layers can
be fully used to design monitoring networks in the
areas affected by contamination, primarily from indus-
trial sources.

Desertification
Desertification is not only an ecological problem, but also
a social and economical, and in some regions a political
one. The term “desertification” is not about enlarging the
area of deserts, but refers to a loss of productivity of the
land due to farming practices in dryland areas.


Drylands are characterized by a precipitation/potential
evaporation ratio of less than 0.65 (wiki/Desertification,
2010). Drylands called also as the hyperarid, arid, semi-
arid, and dry subhumid zones cover 35% of Earth land sur-
face, and hosts a billion people in more than a hundred
countries (Middleton and Thomas, 1997). The largest
areas of degraded drylands are in sub-Saharan Africa, in
Asia, and Latin America. The consequences of desertifica-
tion are visible also in Mediterranean zone, in Central and
Eastern Europe (Toth et al., 2008; Soil Atlas of Europe,
2005).


Problem of desertification is so serious that many inter-
national organizations, governments of majority of coun-
tries, and also scientific institutions have intensively
taken care of it. The United Nations has formulated in
1994 Convention to Combat Desertification (UNCCD).
It has been ratified by 184 institutions and governments,
38 European governments among this number. According
to this Convention, “Desertification means land degrada-
tion in arid, semi-arid and dry sub-humid areas resulting
from various factors, including climatic variations and
human activities”.


The main factors causing this kind of degradation are:
overgrazing, cutting trees and bushes for fuel,
overexploitation of water and lowering of groundwater
table caused by this, and cultivation of the terrain that
should be protected by permanent vegetation. Visible
results of desertification are: soil erosion, vegetation dis-
appearance, and dunes transgression. That is why the
effects of desertification are very well visible in aerial
and satellite images. Rare appearance of clouds in dry
and semidry zones facilitates registration of images.


Analogically to the investigation of the results of
desertification, one can observe extent and efficiency of
remediation actions, such as plantation of trees and bushes

bands, protecting soils against wind and erosion, fixation
of the structure of topsoil layer, irrigation infrastructure
and its extent. Actually there are many kinds of remote
sensing data and it is easy to choose images of adequate
spatial resolution, acquisition date, and spectral bands;
so we do not enumerate the preferred images. Even simple
color compositions generated from multispectral Landsat
images are very useful for these purposes. One can use
also images from systems dedicated to vegetation analy-
sis, ex. SPOTVegetation or frommeteorological satellites.
Images registered by ground penetrating radar can give
information on presence and depth of groundwater table.


Very important advantage of remote sensing and GIS
methods is that satellite images give synoptic view of ter-
rain, facilitating connection of analyzed phenomena with
landscape. GIS thematic layers and DTM provide data
for analysis of causes and also for designing of
remediation.


In Internet, conference proceedings, and journals one
can find thousands of articles about desertification, reme-
diation methods, and examples of successes and failures.
World Atlas of Desertification has been also published
(Middleton and Thomas, 1997). Research results show
that it is easier to solve technical and ecological problems
of desertification, than problems resulting from poverty,
local traditions, lack of initiative of local governments.


Soil drought is an intermediary state between desertifi-
cation and normal conditions for vegetation growth. Soil
drought means that during the vegetation period there
are weeks or even months of deficit of water available
for plants. This deficit decreases yield, even 30% and
more, but they do not cause a visible degradation of soil
besides the loss of organic matter.


Areas touched by soil drought, like desertification, are
investigated with use of satellite images and field mea-
surements. The most frequently calculated indices in con-
secutive decades of vegetation periods are: NDVI, plant
moisture and temperature, soil moisture in roots layer. In
many countries maps of spatial distribution of these indi-
ces and maps of soil drought are published regularly.
Besides cognitive goals, these maps are also useful for
models of yield prediction with use of remote sensing
methods.

Conclusion
Soil degradation causes changes in the appearance of the
surface layer of soil: usually brightens it, reduces water
capacity, alters thermal emissivity, and changes dielectric
properties. Some of these changes can be measured by
remote sensing methods, which facilitates the detection
and delimitation of areas with degraded soil. From satellite
and aerial images and from GIS thematic layers one can
generate data like: morphometric parameters of the terrain,
land cover classes, biomass, temperature and humidity of
the surface layer, which implemented to models, make
possible to predict risk of various types of degradation,
its range, and intensity.
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Abbreviations
CEC–Cation exchange capacity
CORINE–Coordination of information on the


environment
DTM–Digital Terrain Model
E–Elluvial horizon
EC–European Communities
ESBN–European Soil Bureau Network
ENVASSO–Environmental assessment of soil for


monitoring
ETM–Enhanced Thematic Mapper
GIS–Geographical Information System
GPS–Global Positioning System
IRS–Indian Remote Sensing Satellites
LIDAR–Light detection and ranging
LPIS–Land Parcel Identification System
NDVI–Normalized Difference Vegetation Index
SOM–Soil organic matter
SPOT–Satellite pour l’Observation de la Terre
UNCCD–United Nations Convention to Combat


Desertification
UV–Ultra violet
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Synonyms
Soil physical health


Definition
Soil Physical Quality is the ability of a given soil to meet
plant and ecosystem requirements for water, aeration,
and strength over time and to resist and recover from pro-
cesses that might diminish that ability. Concepts of soil
physical quality can be applied to individual soil horizons,
profiles, or areas classified to a common soil type.


Introduction
Soil physical quality is determined by a combination of
soil texture, structure, and morphology and relates to the
capacity of a soil to function (Karlen et al., 1997). Soil tex-
ture, the relative proportions of sand, silt, and clay in the
soil and soil structure, the arrangement of these mineral
components with soil organic matter, are described else-
where (see Soil Phases). Soil morphology describes how
soil looks, is handled, and behaves in the field. Morphol-
ogy is usually determined through soil survey taking into
account soil depth, stoniness, and the presence and depth
of various horizons and other soil layers.


Soil properties that limit or lead to improved crop yields
have been identified and are often taken as standards
(Tisdall and Adem, 1988; Reynolds et al., 2008). An
example is that a soil with a penetrometer resistance of
greater than 2 MPa will decrease root elongation by more
than 50% (Gregory, 2006). More detailed explanations of
this example can be found elsewhere (see Root Responses
to Soil Physical Limitations). The standards may apply to
an individual plant species, a crop or plant community in
a managed ecosystem, or may relate to a process of root
growth. Standards for root, plant, or crop growth quantify
soil characteristics that may decrease crop yield. By com-
parison of specific soil properties with the standards for
root growth, soil management may be identified to
improve deficient soil characteristics (Tisdall and Adem,
1988). Measurements associated with different standards
can be combined and indicators that provide relative

measures or indexes of soil physical quality developed.
Pedotransfer functions (see Pedotransfer Functions) have
been used (da Silva and Kay, 1997) to predict one soil
characteristic from one or more other characteristics. This
estimation may enable faster or cheaper estimation of soil
physical quality.


The physical characteristics of the soil, such as soil
water, infiltration, soil aeration, soil temperature, and
mechanical resistance, are considered individually else-
where (see Soil Water Flow; Aeration of Soils and Plants;
Temperature Effects in Soil). Here, the combination of
the physical characteristics is related to soil physical qual-
ity and the ability of the soil to be used for particular
purposes, particularly plant growth. When limiting nutri-
ents, water, aeration, temperature or mechanical resis-
tance can impair seedling emergence and root growth.
A productive soil environment requires coordination of
these soil physical characteristics. The structure of the soil
does not directly affect plant growth but does affect the
supply of water and gases, temperature and mechanical
resistance that directly influence plant growth (Letey,
1985; Boone, 1988). The magnitude of the soil physical
characteristics differs with time and position in the soil pro-
file, especially in relationship to rainfall and irrigation.
Values for soil physical characteristics that allow
a balance for optimum plant growth need to be understood,
because different crops may have different responses. Rice
(Oryza sativa L.) grown as paddy (i.e., under waterlogged
condition) is the basis of feeding a large proportion of the
world’s population. Other cereals would not be productive
if grown under the same conditions. Similarly, if only one
soil characteristic were considered, the overall growth of
the plant may be limited by another (Letey, 1985). The rela-
tionship between water and aeration is opposite to that
between water and soil strength. If the water content
increases toward a waterlogged condition, aeration
decreases andmay impair root growth. An increase inwater
content also decreases mechanical resistance and allows
penetration of roots and emergence of seedlings. Thus, soil
physical quality needs to be properly defined, understood,
and managed.


Because soil physical quality can, to varying degrees,
be manipulated by soil management, several indexes or
scales have been, and are being, developed to specifically
quantify soil physical quality. In some cases, these scales
are being linked to soil survey techniques and to the visual
assessment of soil structure (see Soil Structure, Visual
Assessment).

Soil survey and the assessment of soil physical
quality
The definition of soil physical quality above includes “of
a given soil.” It is thus necessary to define what is meant,
in this context, by a given soil. Soil survey is “the system-
atic examination, description, classification and mapping
of soils in an area” (Soil Science Society of America,
2001). A given soil, sometimes termed the soil type,
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whether taken as a sample or in situ, has properties that can
be measured, estimated, or inferred. There may be varia-
tion around a mean for any given property of a soil type,
but that variation cannot be sufficiently extreme as to pre-
vent the classification as a type.


Soil survey traditionally uses a range of morphological
measures to characterize the soil, allowing comparison
between classes. These morphological measures are used
to infer the characteristics of the soil that directly affect
plant growth. These measures typically include color, tex-
ture, structure, and consistence of the material for each
horizon (e.g., Kerry et al., 2009) and are at least in part
related to the physical performance of the soil. A simple
example is that the soil color may indicate the likelihood
of waterlogging and poor aeration of the profile. Soil sur-
vey that adds soil chemical and biological criteria to soil
physical analysis is often used to define potential land
use. As some of the values that contribute to soil physical
quality may be subjective, some authors (e.g., Bouma and
Droogers, 1998) have considered quality in terms of the
ability to meet requirements relative to a potential in the
absence of other constraints.


The key feature of soil physical quality that soil survey
reveals is the depth of soil available to fulfil a function.
The depth of the soil available is determined by the depth
of horizons above weathering bedrock (usually taken as
the A and B horizons). The amount of plant available
water that can be stored in the profile is directly deter-
mined by the soil depth. Plant productivity can be
directly linked to the depth of soil available for root
development (Wheaton et al., 2008). In some cases, the
proportion of the soil horizons that are occupied by
stones or gravel must be subtracted from the soil depth
as these components prevent soil function. For example,
Chow et al. (2007) report some detrimental impacts of
coarse fragment content on soil properties and potato
production.

Traditional concepts of soil physical quality
Water intake and delivery
A key concept that underlies most indexes of soil physical
quality is that of plant available water. Plants cannot grow
without access to water. The ability of a soil to store water
in a manner that is available to the plant roots is thus the
most important single function of the soil (see Root Water
Uptake: Toward 3-D Functional Approaches). Tradition-
ally, water that is held in soil between the energy states
of field capacity and permanent wilting point is described
as the plant available water (White, 2006). Field capacity
is defined simply as the amount of water that is held within
a soil after the soil has been saturated and allowed to drain
freely for 2 days (Kirkham, 2005). While there may be
some local variations in the value ascribed to field capac-
ity, it is, for this purpose, usually taken as equivalent to
a matric suction of�10 kPa. Similarly,�1,500 kPa is usu-
ally taken as the energy state of soil water at which it can
no longer be extracted by plant roots.

The volume of plant available water held by a soil can
be related to precipitation by the depth of soil as in
a water budget (seeWater Budget in Soil ). The root depth
determines the plant available water (Boone, 1988). The
full relationship between the amount of water in a soil
and its energy state is described by a water retention curve.
Explanations of terms such as field capacity, permanent
wilting point, matric suction, and water retention curve
can be found in standard soil physics texts such as Hillel,
(1998) or Marshall et al. (1996). Traditionally, the pores
holding water between the limits of field capacity and per-
manent wilting point have been described as mid-range or
mesopores. A soil with greater plant available water is
generally regarded as having better soil physical quality.


In addition to storing water, a functioning soil must
be able to accept rainfall or irrigation and transmit and dis-
tribute that water. The movement of water through the
soil depends on the number, size distribution, and orienta-
tion of pores that conduct water. Various authors have
suggested values for the functions of infiltration and
hydraulic conductivity. These are sometimes related to
particular plant types, e.g., Cass et al. (1993) suggested
for adequate root growth of a tree or vine, the infiltration
rate of the soil needs to be greater than 0.5 m day�1.
Others have suggested more general values such as
Dexter (1988), who concluded that the minimum hydrau-
lic conductivity of the bulk soil must be in the range
0.1–0.01 m day�1 if water supply is not to restrict plant
development.

Aeration
Aeration is the process of gas exchange between life in the
soil, particularly plant roots and the atmosphere. As noted
in the introduction, with the exceptions of certain hydro-
phytes, oxygen is required from the soil for root growth
and is supplied by diffusion to the respiration site. The
delivery of oxygen to roots and the removal of carbon
dioxide to the atmosphere are thus essential functions of
the soil physical structure. Because gas diffuses through
water at only 1/104 that of diffusion through air, the air-
filled porosity of the soil has been used as an indicator of
the soils’ ability to function. Diffusion of air through the
soil profile is related to air-filled pore space and hence is
connected to soil water retention. Moldrup et al. (2000)
have developed gas diffusion models based on as few as
two points from a soil water retention curve, provided
that one of the points corresponded to a matric suction
of �10 kPa (the value often used for field capacity).
Values of air-filled porosity below which the soil cannot
adequately support root growth have been variously
suggested as at between 10% and 15% (Cockroft and
Olsson, 1997). Dexter (1988) suggested that 10% of the
soil volume is needed to comprise gas-filled pores and
for at least 10% of the gas to be oxygen for supply to roots
to be adequate. Macropores, defined as those pores that
are air-filled when the soil is at field capacity, are often
taken as an indicator of the ability of the soil to deliver
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its aeration function. A macroporosity of 10% may be
viewed as a critical limit for soil physical quality. Czyz


.


(2004), in a study of barley (Hordeum vulgare) growth
found that increased soil density and the associated loss
of macroporosity resulted in decreased oxygen diffusion
rates through the soil and suggested that this contributed
to decreased crop yield.

Mechanical impedance
For a plant to achieve its genetic potential, it must access
water and nutrients from the soil. Expressing this alterna-
tively, the root system must explore a sufficient volume of
soil to meet the requirements of the plant for water and
nutrients. To explore the soil, roots must either grow along
existing pore spaces or create pores by pushing soil from
their path. The mechanical impedance of the soil is the
force that plant roots and shoots must generate to deform
the soil and allow growth. If a plant root cannot generate
a force greater than the soil strength, the root is not able
to elongate (Gregory, 2006). The mechanical impedance
of the soil affects the volume of rooted soil, the distribu-
tion of roots in this volume, the extent to which crop emer-
gence is mechanically impeded, and the mechanical
stability of the plant.


The volume of soil occupied by large pores is less in
a dense soil, and hence dense or compacted soils have
smaller volumes through which roots can grow. Roots in
loose soil move through continuous cracks, large pores,
and planes of weakness. The roots move through the eas-
iest path, i.e., those with minimal resistance. Roots are
unable to decrease in diameter to enter rigid soil pores.
Roots may be able to penetrate the soil by expanding the
pores, but this depends on the strength of the soil which
in turn is determined by factors including the nature and
extent of the solid material and the soil water content.
When dense layers appear in soil, either naturally at tex-
tural changes or as a result of compaction by traffic roots,
they may be deflected and may not grow through the
compacted layer. Roots accumulate above soil layers with
greater mechanical impedance and plants growing with
confined roots are at greater risk of drought and other
stresses. Definitions and understanding of soil physical
quality need to reflect the risks to crops associated with
dense soil layers or horizons.


Each plant species has a mechanical resistance that it is
able to overcome. The turgor pressure that roots can exert
is limited, with all reliably reported values less than 1MPa
(Clark et al., 2003). These can be related to critical values
for easily measured penetrometer resistance at which root
growth is inhibited. Penetrometer resistances of 1MPa
slow root growth with all elongation ceasing by 3–4 MPa
(Kirkegaard et al., 1992). Because penetrometers can
quickly assess soil strength conditions and the results are
related to root growth, many measures of soil physical
quality incorporate penetrometer data (see also Soil
Penetrometers and Penetrability and Root Responses to
Soil Physical Limitations).

Temperature
Metabolic processes are temperature dependent; therefore
soil temperature is important in crop production (Letey,
1985) (see Temperature Effects in Soil ). The temperature
regime in a soil is a function of many factors including sur-
face radiation, reflection, absorption, and emission char-
acteristics; aerodynamic roughness and subsurface soil
thermal properties influence the heat flux. These factors
can be changed by management, e.g., irrigation of dry soil
increases the heat stored in the soil and thus may decrease
the risk of frosts detrimental to crop production. Similarly,
metabolic processes that lead to greenhouse gas emissions
from soil depend on temperature, and as such, the soil
thermal regime is linked to the function of ecosystems
both above and below ground.


The degree to which the soil temperature varies
depends on the soil surface properties. Mulch diminishes
the variation in soil surface temperature. A well-drained,
loose, finely crumbed seedbed dries out earlier and
increases the variation in temperature of the soil surface
(Boone, 1988). Soil temperature influences plant growth
rates, and interacts with other soil physical properties
including water relations (Licht and Al-Kaisi, 2005).

Soil structure and stability
The definition of soil physical quality given above
acknowledges that soil is subject to external and internal
forces over a wide range of time scales. The ability of
the soil to resist, and recover from, processes that might
diminish the ability to function is inherent in its quality
and so the stability of the soil in response to stress, partic-
ularly stresses related to water and mechanical loading
have been included in traditional thinking about soil qual-
ity (see Soil Aggregates, Structure, and Stability).


Soils consist of primary particles that may be combined
to form secondary particles, called aggregates. Oades and
Waters (1991) describe a porosity exclusion principle in
which larger aggregates have a greater porosity (contain
more pores of all size ranges) than do smaller aggregates.
Thus, smaller aggregates are more dense and likely to be
stronger than larger aggregates, as described by Utomo
and Dexter (1981). The size distribution of pores within
a soil is thus governed by the extent of aggregation.


Aggregates and pores are formed by a range of pro-
cesses including:


(a) Coagulation and flocculation
(b) Soil fauna which ingest and excrete soil and organic


matter
(c) The movement of soil fauna and roots through the soil


profile
(d) The physical process of wetting and drying, and freez-


ing and thawing (Oades, 1993)


Changes in the water status of the soil, freezing, thawing,
and tillage cause shrinkage and swelling. All these pro-
cesses thus change the soil structure. The ability of a soil
to maintain coherence under external forces, particularly
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forces associated with water has been used to understand
mechanisms underlying the soil quality (Tisdall and Oades,
1982) and to assess the suitability of soil for crop produc-
tion (Vance et al., 2002).


Assembling the components of soil physical
quality into indexes
The soil is the environment for root growth. Soil proper-
ties can be manipulated to maximize root growth and
hence the soil physical quality can be changed. A simple
example is that the addition of farm yard manure changes
aggregation of soil particles, leading to improved soil
water relations and crop productivity (Singh et al.,
2007). Manipulation of soil to change soil structure is
costly but can be justified by increased production or by
changes to the soils’ ability to resist or recover from
threats such as erosion or salinization. It is therefore
important to quantify changes in soil physical quality,
and to have quantitative relationships between soil struc-
ture and plant or crop production. To this end, there have
been several attempts to unify the various aspects of the
traditional descriptors of soil physical quality, provided
above, into individual indexes.


Many of the traditional concepts discussed above rely
on the soil structure and explicitly the degree of aggrega-
tion, generating a wide range of pore sizes (see Pore Mor-
phology and Soil Functions). Pores of different sizes
deliver different functions, e.g., macropores controlling
aeration, mesopores controlling water storage, and micro-
pores influencing the material strength. The nature and
extent of these pores can be influenced by soil manage-
ment. Macroporosity can be increased by cultivation or
the activity of soil fauna, mesoporosity can be changed
by organic amendments or root growth and exudation,
and microporosity can be changed by changing cation
concentrations by adding calcium or other salts. For this
reason, many of the indexes of soil quality that have been
developed have sought to reflect the degree of aggregation
and the stability thereof, or the diversity of pore sizes. The
indexes or specific measures of soil quality that follow are
not a complete list. Rather they are some of the more com-
mon examples which can be and are being widely used.


Friability
Aggregates are assemblages of primary particles that
cohere into structural units. Friability (see Soil Tilth: What
Every Farmer Understands but No Researcher Can
Define) was defined by Bodman (1949) as the propensity
of a soil to crumble and break down into smaller fragments
or aggregates under a given load. This concept was used as
a basis for an index of soil physical quality by Utomo and
Dexter (1981) and has been modified byWatts and Dexter
(1998) to indicate the coefficient of variation in soil tensile
strength. The measurement of friability involves assessing
the strength, by brittle fracture, of multiple aggregates
from a soil. Thus, friability cannot be determined on soils
with no aggregation. The aggregatery need to be crushed

at the same water content, usually air-dry or oven-dry.
For this reason, the assessment of friability is
a laboratory-based method.


Tensile strength depends on the microstructure of the
soil within the aggregate. The strength is limited by the
largest flaw, usually the largest pore within the aggregate.
From multiple crushed aggregates, a distribution of the
extent of flaws within aggregates from that soil is assem-
bled and from this the statistical coefficient of variation
can be obtained. For aggregates of a given size, this
coefficient of variation is a measure of the friability.
Alternatively, aggregates of different sizes can be crushed.
By the porosity exclusion principle, larger aggregates
contain larger flaws, and thus are weaker than are smaller
aggregates. The slope of a plot of the natural log of
the aggregate strength against the natural log of the aggre-
gate volume is similarly a measure of the soil friability.
The relative methods of calculating soil friability have
been assessed by Watts and Dexter (1998).


Because friability depends on the distribution of
cracks within soil aggregates, factors that influence soil
microstructure change friability. Natural processes, such
as swelling and shrinking in response to water content,
changes throughout a season, generate cracking within
aggregates and hence change the friability. Processes that
homogenize soil and remove large pore spaces, e.g., soil
compaction by machinery, result in decreased friability.
Agricultural management and changes in land use from
continuous cropping to grassland can result in improved
friability (Munkholm and Kay, 2002).

Aggregate stability in water
As aggregates are assemblages, their ability to resist change
that will be detrimental to their integrity is a measure of
their quality (see Soil Aggregates, Structure, and Stability).
The ability of aggregates to resist abrasion when dry has
been used to assess the risk of wind erosion (Chepil,
1962), but this is a specific use, and for the purposes of this
review, beyond the scope of general measures of soil phys-
ical quality. In a similar manner to the friability measure,
just described, the ability of aggregates to remain coherent
after exposure to water has been used as a measure of soil
quality. Aggregates collected from the field are brought to
the laboratory. Depending on the severity of the test
required, the aggregates may be dried, or other pretreat-
ments imposed. The distribution of aggregate sizes may
be determined prior to testing for later comparison (Six
et al., 2000a). Known weights of aggregates are placed on
sieves with different apertures and the soil and sieve oscil-
lated in water for a fixed time interval. The amount of soil
remaining on each sieve is determined after drying. From
the amount of soil that remains on the different sieves,
a mean weight diameter of stable soil can be calculated
and used as a measure of soil quality.


The processes that lead to the breakdown of aggregates
in water can be described as slaking and dispersion. Slak-
ing is the rapid wetting of dry aggregates, and the ability to
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withstand this rapid wetting is a measure of the manner in
which aggregates typically larger than 100 mm are held
together. The coherence of aggregates of this size is deter-
mined by the nature of organic matter in the soil and by
other biologically-induced mechanisms. Dispersion is
the separation of aggregates into their primary particles
and can be seen as the reverse of coagulation. Dispersion
is influenced by the mineralogy of the primary mineral
particles and the salts offsetting the associated changes.


Because of the different mechanisms involved in the
stability of aggregates in water changes, in that stability
can reflect management and thus seen as a measure of soil
physical quality. By comparison with initial aggregate size
distribution, an index can be determined (Six et al., 2000b).

Soil Physical Quality, Figure 1 Representation of the least
limiting water range (LLWR) after Boone (1988).

Least limiting water range
Letey (1985) introduced the non-limiting water range
(NLWR) to link the separate effects that water, aeration,
and mechanical resistance have on root growth. The
NLWR is a single parameter that defines a range of water
contents at which available water, aeration, and mechani-
cal resistance do not restrict root growth (Letey, 1985).
Values of soil aeration and mechanical resistance that limit
root growth have been reported by various researchers
(see Root Responses to Soil Physical Limitations). As
the water content of the soil changes, mechanical resis-
tance and aeration change and may exceed limiting values
for root growth. The limits of available water are between
the matric suction at wilting point (1,500 kPa), where
plant roots are unable to access water required for growth
and the matric suction at field capacity (10 kPa). The
NLWR is the range where root growth is not limited by
available water, aeration, or mechanical resistance. The
maximum water content is the drier of field capacity, or
the water content at which root growth is limited by aera-
tion. The minimum water content is the wetter of wilting
point or the water content at which mechanical resistance
limits root growth.


The NLWR has since been termed the least limiting
water range (LLWR) by da Silva et al. (1994), and has
continued to be used by researchers (da Silva and Kay,
1996, 1997; Tormena et al., 1999; Leao et al., 2006).
The change was made because plant growth occurs con-
tinuously in response to changes in available water, aera-
tion, and mechanical resistance and may be limited,
although the growth not totally prevented. Inside the
range, growth is least limited, while outside the range,
growth is most limited (da Silva et al., 1994). da Silva
and Kay (1997) defined the LLWR as “the range in soil
water content after rapid drainage has ceased within which
limitations to plant growth associated with water potential,
aeration and mechanical resistance to root penetration are
minimal.”


Soil physical characteristics are linked. In Figure 1,
adapted from Boone (1988), soil water content and soil
temperature are independent variables. At very low or
very high temperatures, root growth is limited. When the

soil temperature is non-limiting and the soil is very wet,
aeration is limiting. As the soil dries, water becomes
limiting and high mechanical resistance restricts root
growth, which also limits crop water availability. Boone
et al. (1986) investigated the relationship between
soil water and soil structure (Figure 1) to determine the
limits of soil aeration and soil mechanical resistance. With
combined limits of soil mechanical resistance with soil
water and soil structure and limits of soil aeration with
soil water and soil structure, it can be determined at
what soil water contents root growth and function are
not limited (Boone, 1988).


The period of least-limited root growth is when neither
mechanical resistance nor aeration is limiting. To these
two parameters, the water contents associated with plant
available water are added as limits, the matric suctions of
field capacity, and wilting point. The LLWR is then calcu-
lated from the water content values associated with the
values of mechanical resistance and aeration that limit root
growth and matric suctions of wilting point and field
capacity. It is possible to have a negative LLWR, which
da Silva et al. (1994) considered as zero.

S-theory or S-index
Dexter (2004a, b) describes an index, S, as representing
soil physical quality. The S-value represents the slope of
the water retention curve at its point of inflection when
the curve has been plotted as gravimetric water content
against the natural logarithm of the pore water suction.
Figure 2 shows a soil water retention curve. Typical raw
data are presented and the curve, fitted to the van
Genuchten (1980) parameters, follows these points. The
slope at the point of inflection is shown as a straight line.
The slope at the point of inflection is not arbitrary but
has been related to physical management of soil, e.g., it
has been suggested that the water content at the point of
inflection is the optimum condition for soil manipulation
through tillage (Dexter and Bird, 2001). Because the water
retention curve is a measure of the pore-size distribution,
an increase in slope at the point of inflection indicates
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greater pore diversity. The larger pore classes, the often-
termed structural pores, are responsive to soil manage-
ment, while pores that result from texture are less sensitive
to management. So when the different pore types are
connected, the S-index can be changed by management.
Typical values of the S-index are >0.05 for a soil with
very good structural quality, while a value <0.02 classes
it as a degraded soil or one with very poor quality. While
the vast majority of soils exhibit a single inflection point,
the approach is more difficult in soils with more than
one inflexion point.


There is currently an increasing use of the S-index
approach to assess soil physical quality. Keller et al.
(2007) connected the optimum water content for conduc-
ting tillage operations with the S-index of the soil. They
found that the optimum water content for tillage was close
to the point of inflection on the water retention curve, and
that tillage operations when the soil was in this state pro-
duced a better seedbed with fewer large clods. Similarly,
Cavalieri et al. (2009) have found the S-index sensitive to
small increases in the bulk density of particular layers
within a given soil and by inference suggested that it is
a good measure of soil physical quality.


Resistance and resilience
The indexes described in the text above are based on the
state of the soil as it exists at a given time. They are respon-
sive to management; values increase under conditions that
improve crop performance and decrease when the soil is
compacted or has decreased concentrations of organic
matter. However, the indexes may not reflect the ability
of a soil to resist change by poor management or other
stress and do not explicitly reveal how rapidly, if at all,
the soil will recover from being degraded. Lal (1993)
introduced the idea that, implicit in the concept of soil
quality a soil needs to be able to resist degradation and

that, rapid recovery to the preexisting state (not to an infe-
rior state) was part of the concept of soil quality. Gregory
et al. (2007) defined resilience as the ability of a soil to
recover its original property, capacity, or function when
an applied stress is removed. While the stresses can be
physical (e.g., compaction), chemical (e.g., toxic ele-
ments), or biological (e.g., pathogens), the risks of com-
paction in modern agriculture make physical resilience
a key parameter. A soil deemed to have good soil physical
quality will show rapid and total recovery. Gregory et al.
(2007) suggest that self-mulching surface soils as
described by Grant et al. (1995) provide an example of this
good quality (see Shrinkage and Swelling Phenomena in
Soils). Griffiths et al. (2005) studied several measures of
soil condition in response to amendments with heavy-
metal contaminated sewage sludge. They suggested that
the recovery or resilience of the soil to imposed physical
stresses resulting from compaction and long-term
waterlogging and stresses, on the biological function
resulting from heat or contamination, were linked. Strong
interconnection between the physics, chemistry, and biol-
ogy of soil are well known. The concepts of resistance and
resilience may provide opportunities to unify them for
measures of soil quality.


Soil physical quality: the future
There is clearly a need for more practical, rigorous testing
of the current indexes of soil physical quality. This should
include comparisons between the different approaches to
test how they perform relative to each other and how they
might be connected. Because the soil physical quality is
not isolated from chemical fertility or biological function,
the opportunity to unite approaches from different disci-
plines needs to be explored. It will not be simple to com-
bine different ways of thinking, but to place an
environmental as well as an economic value on soil, dialog
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between the disciplines is needed. One novel approach is
to supplement physical measurement with expert or stake-
holder knowledge (e.g., Kaufmann et al., 2009) through
expert systems. Mixing human experience with multi-
criteria scientific analysis of soil quality is being tested
to develop approaches for soil monitoring (Aalders et al.,
2009). Whether this can be used to quantify the ability of
a given soil to meet plant and ecosystem requirements
for water, aeration, and strength over time remains to
be seen.
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SOIL PORE


The least volume of a body limited by solid phase and
narrowings.
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SOIL SEPARATES


Mineral particles, <2.0 mm in equivalent diameter, rang-
ing between specified size limits. The names and size
limits of separates recognized in the USA are: very coarse
sand (Prior to 1947 this separate was called “fine gravel;”
now fine gravel includes particles between 2.0 mm and
about 12.5 mm in diameter), 2.0 to 1.0 mm; coarse sand,
1.0 to 0.5 mm; medium sand, 0.5 to 0.25 mm; fine sand,
0.25 to 0.10 mm; very fine sand, 0.10 to 0.05 mm; silt,
0.05 to 0.002mm; and clay (Prior to 1937, “clay” included
particles <0.005 mm in diameter, and “silt,” those parti-
cles from 0.05 to 0.005 mm) <0.002 mm. The separates
recognized by the International Society of Soil Science
are: (i) coarse sand, 2.0 to 0.2 mm; (ii) fine sand, 0.2 to
0.02 mm; (iii) silt, 0.02 to 0.002 mm; and (iv) clay,
<0.002 mm.
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SOIL STRUCTURE AND MECHANICAL STRENGTH


Rainer Horn, Heiner Fleige
Institute for Plant Nutrition and Soil Science, Christian-
Albrechts-University zu Kiel, Kiel, Germany


Definition
Soil strength is typically referred to the maximum amount
of stress a solid material can stand before it fails, thus
exceeding soil strength results in soil failure or yield.


Stress is defined as force per area within a solid body.
Stress can be induced by external or internal forces which
lead, if the body is nonrigid, to a change in the body’s vol-
ume and/or shape expressed as deformations or strains.
The mechanical behavior of a soil can therefore be charac-
terized by its stress–strain relationships. The transition
from the recompression to the virgin compression state is
defined as precompression stress.



https://www.soils.org/publications/soils-glossary
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Introduction
The determination of soil strength always coincides with
a link to physical soil properties like hydraulic conductiv-
ity, pore size distribution, and pore continuity, and is also
linked with plant growth and yield, climate change aspects
as well as groundwater recharge, and water quality.


The determination of soil and/or aggregate strength has
always to be subdivided into (1) mechanically, hydrauli-
cally, or chemically prestressed and (2) virgin conditions,
which also ultimately affect the predictability of physical
properties. These general ideas have been described in
greater detail by Hartge (1965), Toll (1995), Baumgartl
and Horn (1999), Groenevelt and Grant (2002), Grant
et al. (2002), Horn et al. (2000, 2006), andHorn and Fleige
(2003).

Mechanical strength of structured soils
The mechanical strength of structured soils depends on
aggregation and history of hydraulic stresses (degree of
maximum pre-drying), as well as the shape and internal
arrangement of particles, micro-aggregates, and voids.
At comparable grain size distribution, bulk density, and
pore water pressure, soil strength increases with aggrega-
tion (i.e., coherent< prismatic< blocky< subangular
blocky< crumbly). In the case of a platy structure, the
strength depends on the direction of shear forces relative
to the preferred orientation of the particles. In the direction
of the elongated axes of aligned particles, shear strength is
lower than perpendicular to it. This means that not only
mechanical stresses are anisotropic but also strength prop-
erties which in turn are a function of aggregation. How-
ever, both the magnitude of previous hydraulic stresses
(pre-drying intensity) and their dynamic changes deter-
mine soil strength. Therefore, mechanical properties also
depend on the frequency of swell/shrink and wet/dry
events and on the actual pore water pressure at the time
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of loading. Soils become stronger when re-dried and
rewetted and when pore water pressure gradients over lon-
ger distances promote particle movement and
rearrangement until entropy is minimized (Semmel et al.,
1990). The effect of pore water pressure on strength itself
is governed by the theory of effective stresses in unsatu-
rated soils (e.g., BISHOP’s effective stress equation).
The w factor in this equation quantifies the water-filled
pores in soils relative to water saturation (=1) and com-
plete dryness (=0). Thus, if the relative reduction in
water-filled pores is smaller than the actual decrease in
pore water pressure (more negative matric potential), soil
strength increases. Conversely, drier soils become weaker
when the effective surface of water menisci decreases
above average (w! 0).


In principle, soil strength is promoted by two different
mechanisms: (1) the increase in strength results from an
increase in the total number of contact points between sin-
gle particles (i.e., an increase in effective stress) and
(2) the increase in shear resistance per contact point
(Hartge and Horn, 1984). Therefore, even if soil bulk den-
sities are similar, strength properties may be quite differ-
ent. Also freezing and thawing affects soil strength,
because aggregates become denser or are destroyed by
ice lens formation during freezing. Aggregates may act
as rigid bodies which allow exfoliation processes to start
from the outer skin due to ice lens formation. Both effects
are called soil curing but result in completely different
strength values and physical properties of the bulk soil
(Horn, 1985; Kay, 1990).


Pedogenic effects on natural soil mechanical strength
are illustrated in Figure 1. A Gleysol derived from marine
sediments can be defined as very loose, linked with a high
air capacity and plant available water capacity as well as
high values for hydraulic conductivity, which can be also
linked to the high biological activity. This soil also shows
a pronounced effect of natural drying intensity and
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aggregate formation with increasing distance to the
groundwater table as well as of land use. Under natural
vegetation, soil strength (defined as precompression stress
Pc) increases from coherent (=weak) structure (Cr hori-
zon) to prismatic structure (Cgr hor.) and blocky structure
(Cg hor.) due to a more often and more intense swelling
and shrinkage and drying intensity. If these natural soils
are wheeled and ploughed, a more compressed, dense,
and more rigid plow pan layer is created, which can also
be detected by the increased Pc value at this depth. Addi-
tionally, the soil deformation alters the soil properties over
depth as can be derived from the higher Pc values which
only fade off at depths >50 cm.


Soils derived from glacial till are characterized both by
their geological origin and soil genetic processes. The lat-
ter can be derived for the Luvisol from the effect of clay
illuviation, which results in strength decrease in the
E-horizon and an increase in the Bt-horizon due to aggre-
gation based on the improved swell shrink behavior of the
clay. In general, the parent material (C-horiz.) is weakest
as long as it was deposited as an aeolian of fluvial sedi-
ment. If, however, the geological origin (glacial pressure)
dominates, then the former higher strength caused by,
e.g., 150 m of (weichselian) glacier height in northwest
Germany and the long-term backward and forward shear-
ingmovement of the glacier can be still detected and quan-
tified even after more than 10,000 years of postglacial soil
development.


Anthropogenic processes such as annual plowing and
wheeling create very strong plow pan layers with Pc
values similar to the contact pressure of a tractor tire or
even higher (up to 300%) due to lug effects, while the
loosened Ap horizon has been mostly homogenized and
consequently weakened by the reduction of the contact
points between particles, a height increase of the soil hori-
zon. Thus, the strength decreases in the Ap-horizon due to
plowing and, seedbed preparation can be observed until
texture-dependent values are reached. Pronounced
strength decreases are also found in soil profiles which
have been deep loosened or deep plowed (up to 60 cm)
or loosened and/or mixed with other soil material. In the
case of a partial deep loosening by a trenching slit plow
(Blackwell et al., 1989; Horn, 1994), traffic must be
restricted by use of smaller and lighter machinery or con-
trolled tracks perpendicular to the homogenized soil
volume.


Soils with a well-developed vertical pore system are
stronger than those with randomized or horizontal pore
arrangements since elongated pores are more stable with
their symmetry axis oriented in the direction of the major
principle stress (s1) than perpendicular to it. Therefore,
vertical (bio-) pores are less prone to compression than
horizontally oriented pores and, thus, untilled or minimum
tilled soils are stronger than conventionally tilled ones
(Horn, 1986, 2004).


However, each soil deformation affects air-filled pore
space and continuous coarse pores because each settle-
ment requires a reduction in coarse pores and a hydraulic

conductivity which allows during compression to drain
off excess pore water. The smaller the hydraulic conduc-
tivity, the hydraulic potential gradient, and the pore
continuity, the more stable is the soil especially during
short-term loading. It is often described with termini-like
aquaplaning or the waterskiing effects. In sandy soils, this
effect is small and the initial settlement equals the total
strain. With increasing clay content, however, the propor-
tion of initial to primary and secondary consolidation is
reduced and the time-dependent soil settlement becomes
more important (Horn, 1988). This results in an increase
of Pc for short-term loading due to an increase in the pore
water pressure–related soil strength that dissipates only
slowly depending on the local hydraulic conductivity.
Consequently, it is to be expected in mainly fine-textured
soils (sand< silt< clay) with increasing bulk density,
with mostly minor aggregation, higher degree of soil dis-
turbance, e.g., by plowing, and less continuous pores.
More detailed information is given in Horn: Management
Effects on Soil Properties and Functions.


Conclusions
Soil strength depends on the kind and arrangement of
aggregates as well as on the pore geometry and rigidity.
The coupled mechanical and hydraulic processes affect
the time-dependent soil strain and the alteration of the pore
functioning, e.g., aeration and water fluxes.


Geogenic, pedogenic, and anthropogenic processes can
be differentiated by the parameter precompression stress
and can therefore also be used to define the actual internal
soil strength as a function of matric potential.
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SOIL STRUCTURE, INTERSECTING SURFACE
APPROACH, AND ITS APPLICATIONS


Victor Yakov Chertkov
Division of Environmental, Water, and Agricultural
Engineering, Technion – Israel Institute of Technology,
Haifa, Israel


Definitions
Soil structure. The arrangement and organization of the
different soil particles in a soil.
Intersecting surfaces approach (ISA). The physical
approach to soil (and rock) structure and properties
description and prediction that originates from the obvious
presence and superposition in any (sufficiently large) soil

volume of the enormous number of natural intersecting
surfaces having a different scale and physical nature and
meeting several simple geometrical conditions.
Applications of ISA. The physical derivation of such geo-
metrical characteristics of soil structure underlying any
soil properties and processes, as (1) interconnected size
and shape distributions of soil solids and voids between
them; and (2) porosity, connectedness, and tortuosity
relating to the voids.

Development history
Initially, the prototype of the ISA only related to multiple
cracking of rocks and their corresponding fragmentation,
natural- and explosion-induced (Chertkov, 1985;
Chertkov, 1986; Chertkov, 1991).The prototype model is
based on a concentration criterion of crack accumulation
and connection (Zhurkov et al., 1981) and effective inde-
pendence of cracks in the case of multiple cracking
(Hudson and Priest, 1979). In the case of the natural
blockiness of a rock mass (this is interesting for the exten-
sion to soils), the model is in good agreement with the fol-
lowing principal observations: (1) the ratio of the
maximum size of a structural block of rock mass to the
average size is approximately equal to 4 (Hudson and
Priest, 1979); (2) severe, but incomplete disintegration is
observed in rock masses due to natural cracks; (3) the
average number of faces on a fragment, at randomly ori-
ented cracking, is approximately equal to 8 (Curran et al.,
1977); (4) the observed size distributions of structural
blocks for deposits of granite, diorite, and diabase
(Azovtsev, 1984); (5) the shape characteristics of rock
blocks – average ratios of the second and third fragment
sizes to the first one (Repin, 1978).


The prototype of the ISAwas applied to multiple crack-
ing (Cracking in Soils) and fragmentation of swelling soils
as they dry and shrink (Shrinkage and Swelling Phenom-
ena in Soils) (Chertkov, 1995; Chertkov and Ravina,
1998; Chertkov and Ravina, 1999). Comparison between
the model prediction (Chertkov, 1995) and data (Guidi
et al., 1978) for two-dimensional fragmentation showed
good agreement. The model of multiple cracking con-
siders cracks to be surfaces (without openings). For this
reason, in the three-dimensional case the model gives
parameters of the crack network itself – crack spacing
and depth – as functions of soil depth. Crack opening
and volume are found by accounting for the soil shrink-
age. Comparison between predicted parameters of crack
networks (Chertkov and Ravina, 1998; Chertkov and
Ravina, 1999) and available observations for different
clay soils from Yaalon and Kalmar (1984), Zein el
Abedine and Robinson (1971), and Dasog et al. (1988)
showed good agreement.


After application of the multiple cracking and fragmen-
tation model to rocks and soils, in which the crack network
develops (for different reasons), it was realized that the
geometrical entity of the model, that is, the division of
a volume by a surface system meeting some conditions,
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can likely be relevant to many geometrically similar issues
of soil structure with another physical nature of the divid-
ing surfaces. Before formulation of ISA, such an approach
(“by analogy”), inspired by the multiple cracking model,
was used to describe the pore structure of a clay matrix
as applied to the physical modeling of clay shrinkage
(Chertkov, 2000; Chertkov, 2003). With that, clay parti-
cles meeting some conditions played the part of surfaces
(instead of cracks) dividing the space into the clay matrix
pores (in place of soil or rock fragments). The comparison
between prediction and data from Bruand and Prost
(1987) and Tessier and Pédro (1984) was promising.
There is a review of the prehistory of ISA (Chertkov and
Ravina, 2004).


Major concepts of ISA
S- and V-objects
Geometrically, soils consist of volume-like objects
(V-objects – blocks, fragments, aggregates, silt and sand
grains, and 3D pores) (Soil Aggregates, Structure, and Sta-
bility) and surface-like objects (S-objects – boundaries of
V-objects as well as cracks, and clay particles). S-objects
have limited sizes and random orientations in space. The
ratio of connected S-objects to the total number of
S-objects defines the so-called connectedness of their sys-
tem, 0<C� 1. S-objects do not stick together at their sur-
faces. Connections of S-objects of close sizes, �x, lead to
the development of an S-object of a larger scale� (K+ 1)x
according to the concentration criterion at Kffi 5 (Zhurkov
et al., 1981). The condition of the effective independence
of S-objects: the spacing x between neighboring intersec-
tions of the S-objects with a straight line is distributed as
exp(�x/d ) where d is an average value (Hudson and Priest,
1979 – data for rocks; Scott et al., 1986 – data for soils).
The condition of V-object formation at S-object connec-
tion: at least part of the S-objects outline V-objects totally
or nearly so. The V-objects have sizes in the range, xmin�
x� xm (xmin and xm being the minimum and maximum
sizes) and constitute a volume fraction P� 1 of the soil
(rock) volume where P is a function of connectedness C
(see below).


ISA distributions
If the S-objects fulfill the above geometrical conditions,
the physical size distribution of V-objects originates from
the division of a volume by a large number of intersecting
S-objects. The elementary ISA distribution of V-objects
of a given type, F(x) (a volume fraction of V-objects of
size < x of their total volume) is given as (Chertkov,
2005):


FðxÞ ¼ 1� ð1� PÞIðxðxÞÞ=8:4
h i


P= ; xmin � x � xm (1)


where I(x) = ln(K + 1)(4x)4exp(�4x), (K= 5); x 	
(x�xmin)/(xm–xmin); and P is a volume fraction of
V-objects (of the total volume). P is coupled with connect-
edness C as Pffi 1–exp(�8.4C ). Thus, the V-object size

distribution is characterized by the P, xmin, and xm
parameters.


If the soil contains two different types of V-objects, for
example, inter-aggregate pores with volume fraction
P=Pp (Pore Size Distribution) and aggregates with vol-
ume fraction P = Pa = 1�Pp, the above distribution F(x)
can be separately written for the pores (F(x) =Fp(x),
P=Pp, xmin = xminp, xm= xmp) and aggregates
(F(x) =Fa(x), P=Pa, xmin = xmina, xm= xma). In the general
case of more than two different V-object types, the sum of
all volume fractions Pj ( j = 1,. . .J ) should be equal to
unity.


The size distribution of the mixture of V-objects of
a given type (e.g., I modes of pores) can be presented as
the sum of I terms of corresponding elementary ISA distri-


butions multiplied by the weights Pi=
PI
i¼1


Pi (Pi is the


porosity of the ith pore mode; i= 1, . . . I ) as (Chertkov,
2005):


FðxÞ ¼
XI
i¼1


1� ð1� PiÞIðxiðxÞÞ 8:4=
h i�XI


i¼1


Pi;


xmin1 � x � xmI xm1 < xm2 < . . . < xmIð Þ
(2)


where xi 	 (x�xmini)/(xmi�xmini), (i= 1,. . ., I ). The case
of I = 1 corresponds to the elementary ISA distribution.
If the F(x) function gives a Pore Size Distribution,


P ¼PI
i¼1


Pi is the total porosity, and Pi is the volume frac-


tion of pores of the i-th mode (of the soil volume). If the
F(x) function gives a solids-size distribution (e.g., for sev-


eral sand-grain modes)
PI
i¼1


Pi ¼ 1� P where P again is


the total porosity, and Pi is the volume fraction of solids
of the ith mode (of the soil volume). The above general-
ized ISA distribution was checked (Chertkov, 2005) in
the case of two modes (I= 2) of sand pores (data from
Day and Luthin, 1956), aggregates (data from Wittmuss
and Mazurak, 1958), and silty fine sand (data from
Mualem, 1976).


The presentation of Equations 1 and 2 is relevant to
both rigid and nonrigid soil matrices. However, in the case
of the clay of a shrink-swell matrix the soil parameters
Pi, xmini, and xmi (for pore modes or aggregate modes)
become functions of the water content (for a clay porosity
example, see Chertkov, 2004).


Features of ISA
1. The ISA distribution of V-objects that fulfills the


abovementioned geometrical conditions is a universal
function of V-object size, x. The view of the function
(Equations 1 and 2) does not depend on V-object type,
for example, soil (rock) fragments, clay matrix pores or
soil aggregates, and their methods of preparation.
Materials and methods can only influence values of
the P, xmin, and xm parameters (universality).
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2. Except for the size distributions, ISA allows one to esti-
mate the tortuosity of the connected S-objects
(Chertkov and Ravina, 1999; Chertkov, 2005) (tortuos-
ity estimation).


3. In connection with the soil heterogeneity and variabil-
ity of a different type, the P, xmin, and xm parameters
become functions of spatial coordinates and time
(locality).


4. The approach enables consideration of an actual soil as
a superposition of S-objects of different physical
nature, for example, clay particles and cracks, and dif-
ferent scales, such as cracks of essentially different
sizes (superposition of different S-object systems).


5. One can also estimate any shape characteristic of
V-objects (Chertkov, 2005).


6. Part of the actual S-objects (cracks, slits, and clay par-
ticles) has small, but finite (nonzero) thickness (or
aperture) and volume. The small thickness of such
S-objects is found by independent means from physical
conditions of a task.


Recent applications and perspectives
The recent physical explanation and prediction of soil
shrinkage (Chertkov, 2007a, b; Chertkov, 2008a, b) essen-
tially relies on ISA concepts in the estimation of the rele-
vant size distributions of pores and aggregates. Without
a doubt, the similar use of ISA will be needed in future
physical approaches to soil swelling, residual cracking
(after soil wetting), Hydraulic Properties of Unsaturated
Soils, and water flow.


Summary
ISA leads to the scale invariant fragment and Pore Size
Distribution and permits one to take into account the
superposition of S-objects of a different physical nature
and scale, the connectedness and tortuosity of the
S-objects, the shape characteristics, and the swelling-
shrinkage of the corresponding V-objects.
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SOIL STRUCTURE, VISUAL ASSESSMENT


Lothar Müller
Leibniz – Centre for Agricultural Landscape Research
(ZALF), Institute of Landscape Hydrology, Müncheberg,
Germany


Definition
Visual assessment of soil structure is a procedure for
obtaining and evaluating information on the feature and
function of soils from macro-morphological characteris-
tics of the soil structure.

Role and purpose
Soil structure is a soil property and a criterion of agri-
cultural soil quality. Soil structure is vulnerable to
change by management and degradation processes like

a b


Soil Structure, Visual Assessment, Figure 1 Assessment of soil str
(2009) (Photo: T. Graham Shepherd). (a) Good conditions, VS = 2: so
clodding. Aggregates are generally sub-rounded and often quite p
proportions (50%) of both coarse clods and friable fine aggregates
have few or no pores. (c) Poor conditions, VS = 0: soil dominated by
very firm, angular or sub-angular in shape and have very few or no

compaction and erosion, and its preservation is key to sus-
taining soil function. Visual soil structure refers to macro-
morphological features of soil structure that can be
detected and evaluated in the field. Soil structural features
meet the farmers’ perception of soil quality (Shepherd,
2000; Batey and McKenzie, 2006) and are correlated with
measured data of physical soil quality (Shepherd, 2003;
Lin et al., 2005) and crop yield (Mueller et al., 2009a).
Visual assessment of soil structure may serve as a diagnos-
tic tool for the recognition and evaluation of the morpho-
logical and functional status of soil. Structure features
and function result from soil substratum and genetic and
management factors. This offers the potential to provide
semiquantitative information for use in extension and
monitoring or even modeling (Roger-Estrade et al.,
2009).Visual soil structure assessment may also serve as a
research tool in conjunction with measurements and ana-
lyses of soils. Some methods identify layers and can pro-
vide useful guidance for locating further measurements.
Visual soil structure evaluation plays a particularly impor-
tant role in organic farming where good structure is vital
to mineralize nutrients andwhere poor soil structure cannot
be compensated by an extra input of agrochemicals in those
systems (Munkholm et al., 2003). Visual soil structure
assessment may explain only part of crop yield variability,
as the influence of inherent soil properties and climate on
crop yield is dominant, particularly over larger regions.

c


ucture by the visual soil assessment (VSA) method of Shepherd
il dominated by friable, fine aggregates with no significant
orous. (b) Moderate conditions, VS = 1: soil contains significant
. The coarse clods are firm, sub-angular or angular in shape and
coarse clods with very few finer aggregates. The coarse clods are
pores.
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Methods
Visual assessment of soil structure includes (1) recognition
and description of soil structure and rooting features, vis-
ible to the naked eye; (2) classification, evaluation, and
parameterization of visual soil structure, and sometimes
(3) conclusions on the functional status of soil. Visual-
tactile recognizable soil features like type, size, and hierar-
chy of aggregates, inter- and intra-aggregate porosity, and
number and size of biogenic pores including earthworm
casts may serve to evaluate and classify the quality of soil
structure. Over the past decades, several methods have
been evolved. Most of them differ in several important
ways including depth of the soil under consideration, han-
dling the soil prior to assessment, emphasis placed on par-
ticular features of soil structure, and application of size
increments and direction of scoring scales. One of the
most accepted methods is that of Peerlkamp (1967).

RootsVisible porositySize and
appearance of
aggregates


Ease of break
up (moist soil)


Aggregates
readily crumble
with fingers


Mostly <6 mm
after crumbling


Highly porous Roots
through
the soil


Roots
through
the soil


Most ro
are aro
aggreg


All root
clustere
macrop
and aro
aggreg


Few, if 
restricte
cracks
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easy to break
with one hand
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break with one
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Difficult
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(most is
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Sq4
compact


Sq5 very
compact


Soil Structure, Visual Assessment, Figure 2 Visual soil structure q
2007). (Photo: Bruce C. Ball.)

It has a conjoint scale referring to type and size of aggre-
gates and pores. The main advantages of this method are
speed and minor soil disturbance, providing comparative
statistical analyses both in large fields and also in small
plots of long-term trials. However, the scoring framework
has potential for subjective errors. Methods like the “Le
profil cultural” (Roger-Estrade et al., 2004), SOILpak
(McKenzie, 2001), or the method of Werner and Thaemert
(1989) or Munkholm et al. (2005) provide single scorings
of different structure features. This is more time-consum-
ing, a total assessment is sometimes difficult, and a total
numerical score, though desirable, may not be part of the
test. The New Zealand Visual Soil Assessment (VSA)
method (Shepherd, 2000) is a multi-parameter technique
based on scoring a spadeful of soil by different criteria. Dis-
aggregation of soil after a drop-shatter test is a key criterion
for assessing soil structure (Figure 1) and helps minimize

0
Distinguishing
feature


Fine aggregates


Low aggregate
porosity


Distinct
macropores


Grey-blue colour


High aggregate
porosity


Appearance after
break-up: same soil
different tillage


Appearance after
break-up: various
soils


out


out


ots
und
ates


s are
d in
ores
und
ates


any,
d to


1


2


3


4


5


10


15


cm


uality assessment by the revised Peerlkamp method (Ball et al.,
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the subjective handling of the soil prior to assessment.
A quantitative comparison of some methods and their
correlations with measured physical parameters after stan-
dardizing data revealed thatmanymethods provided similar
results (Mueller et al., 2009a). Types and sizes of aggregates
and abundance of biological macropores were the most
reliable criteria relating to measurement data and crop
yields. Differences in soil management or effects of com-
paction may be detected by visual assessment of the soil
(Batey and McKenzie, 2006; Mueller et al., 2009b). Unfa-
vorable visual structure scores were associated with
increased dry bulk density, higher soil strength, and lower
infiltration rate but correlations were site specific. Visual
soil structure assessments may form part of overall soil
characterizations (FAO, 2006; WRB, 2006). Field data of
this method may be parameterized by a simple coding
scheme given by Mueller et al. (2009a). Overall soil and
land quality rating schemes like the Muencheberg Soil
Quality Rating (Mueller et al., 2007) include soil structure
indicators.


Recommendation
Visual methods based on, or supplemented by illustrations,
have clear advantages for the reliable assignment of a rating
score based on visual diagnostic criteria. The latest devel-
opment of the Peerlkamp method provided by Ball et al.
(2007) (Figure 2) is well illustrated. Also, the New Zealand
Visual Soil Assessment (VSA) (Shepherd, 2009) as an
illustrated multi-criteria method, enabling reliable assess-
ments of the soil structure status.


Summary
Methods of visual soil structure examination enable semi-
quantitative information on the morphological and func-
tional status of soil for use in extension, monitoring,
modeling, and research. Type and size of aggregates and
number and size of biogenic pores are reliable criteria.


Illustrated methods like the updated Peerlkamp method
(Ball et al., 2007) and the Visual Soil Assessment
(Shepherd, 2009) lead to ordinally scaled scores are easy
to learn and use and are reliable in handling.
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Definition
Often, the surface of bare soils is topped with a relatively
thin and hard layer that tends to peal when it dries. This
layer was named “crust,” and the process of its formation
was addressed as “soil surface crusting.” Many different
causes to its formation were identified: high-intensity rain-
storm, fire, microbiological activity, mechanical compac-
tion, or chemical treatments. In some cases, like during
rainstorms for example, the formation of that particular
layer on top of the soil profile occurs under wet conditions.
In those cases, the term “crust” is replaced by the term
“seal” to differentiate the layer during its formation from
that obtained after drying. When rainfall is the cause to
seal formation, structural seals generated by the impact
of raindrops, and depositional seals resulting from the set-
tling of suspended solids in runoff can be formed.


Presence of seals or crusts at the soil surface can induce
severe agricultural, hydrological, and environmental haz-
ards: decrease of the infiltration rate; reduction of the
available water to plants; diminution of aquifers’ recharge;
increase of runoff; and limitation of seedlings and crop
yields. In semiarid regions, crust presence can enhance
a vicious cycle that intensifies desertification by reducing
vegetation cover, initiating overgrazing, and finally leav-
ing the soil surface bare and prone to seal formation. On
the other hand, it can be beneficial as it augments runoff
and improves the efficiency of water harvesting
installations.

Introduction
Soil surface sealing may result from different causes such
as raindrop impacts, fire, biological activity, and mechan-
ical or chemical treatments. This complex phenomenon
has been studied through extensive laboratory and field
experimental investigations and different conceptual and
empirical models of seal formation were suggested.


Rainfall-induced seals, also called structural seals, form
at the surface of bare soils exposed to the direct impact of
raindrops. Their formation is dominated by a wide variety
of factors involving soil properties, rainfall characteristics,
and flow conditions. Different reviews on the subject are
available (Mualem et al., 1990a; Bradford and Huang,
1992; Assouline, 2004).


Depositional seals are formed when water rich in
suspended solids infiltrates into the soil. The nature, the
composition, the thickness, and the hydraulic properties
of such seal layers depend on soil clay mineralogy and
the chemical conditions in the soil-water system

prevailing during their formation. Depositional seals
reduce the hydraulic conductivity of the soil profile and
therefore affect infiltration and evaporation processes.
Detailed information can be found in Shainberg (1992),
Lado et al. (2007), and Bhardwaj et al. (2009).


Biological, or microbiotic, crusts are composed of
lichens, cyanobacteria, algae, mosses, and fungi. These
components improve the binding of soil particles together,
thereby increasing soil surface stability and resistance to
water and wind erosion. They affect soil physicochemical
properties and, consequently, soil wetting and drying pro-
cesses. Detailed information on this topic could be found
in Evans and Johansen (1999), Belnap (2003), Eldridge
and Greene (1994), and Eldridge et al. (2000).


In the following lines, the methodology applied to char-
acterize seal morphology and properties, formation, and
effects on flow processes is presented through the study
of structural crusts formed under high-kinetic energy
rainfalls.

Morphology and properties of rainfall-induced
crusts
Reviews on seal morphology and properties were
presented by Mualem et al. (1990a), West et al. (1992),
and Assouline (2004). Various methods were applied to
determine crust morphology: examination of thin sections
of the crusted soil surface by means of light microscope,
electron microscope, or X-rays radiography and tomogra-
phy; mechanical analysis of the upper soil layer; measure-
ments of hydraulic head distribution in the upper soil
layer; and analysis of data from infiltration tests. The char-
acteristics of structural crusts appear to strongly relate to
the conditions prevailing during their formation.


The two-layer structure of McIntyre (1958a, b), which
consists of a 0.1-mm skin overlying a 2.0-mm washed-in
layer, is the most widely adopted description of the crust
(Tackett and Pearson, 1965; Onofiok and Singer, 1984;
Tarchitzky et al., 1984; Wakindiki and Ben-Hur, 2002).
It is interesting to note that this two-layer structure resulted
from visual examination of the crust. When different
methods were applied, like porosity or bulk density mea-
surements, the results showed that gradual changes of
structure within the crust were more likely to exist
(Epstein and Grant, 1973; Eigel and Moore, 1983; Roth,
1997; Fohrer et al., 1999; Bresson et al., 2004; Augeard
et al., 2007).


The reported crust thickness based on laboratory exper-
iments varied by two orders of magnitude, from 0.1 mm
(Chen et al., 1980; Wakindiki and Ben-Hur, 2002) to
10.0 mm and more (Sharma et al., 1981; Bresson and
Boiffin, 1990; Roth, 1997; Fohrer et al., 1999; Bresson
et al., 2004). Under field conditions, larger thicknesses
than those observed in the laboratory, up to 20.0 mm, were
reported (Hadas and Frenkel, 1982). Similarly, the ratio
between the saturated hydraulic conductivities of the seal
and that of the undisturbed soil underneath presents
a huge variability, from 20% (Tackett and Pearson,
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1965) to 1% (Hadas and Frenkel, 1982; Simunek et al.,
1998) and even to 0.1% or 0.01% (Morin et al., 1981;
Perez et al., 1999). Crust saturated hydraulic conductivity
also is related to the conditions prevailing during seal for-
mation: Baumhardt et al. (1990) reported that the conduc-
tance of the upper 10 mm of a sealed soil profile ranges
between 0.013 h�1 and 0.071 h�1, depending on the
applied rainfall intensity.


The crust layer is more compacted than the undisturbed
soil underneath. A gradual increase of the bulk density
from a depth of 10 mm below soil surface to the crust sur-
face was measured (Eigel and Moore, 1983; Roth, 1997;
Fohrer et al., 1999; Bresson et al., 2004). Augeard et al.
(2008) showed that this distribution depends on the flow
conditions during seal formation.


Different conceptual models of the crust layer were pro-
posed. Hillel and Gardner (1969, 1970) suggested the sim-
plified model of a single uniform saturated layer
of constant low permeability, generally assumed to be
5-mm thick. This model was widely adopted to study infil-
tration into sealed soils (Ahuja, 1983; Brakensiek and
Rawls, 1983; Parlange et al., 1984; Vandevaere et al.,
1998). Mualem and Assouline (1989) have proposed the
model of a nonuniform layer where the bulk density, rc,
decreases exponentially with depth, h, to that of the
undisturbed soil, r:


rcðhÞ ¼ rþ Droe
�gh; h ¼ �Z (1)


where Z is the elevation taken positive upward, Drο is the
maximum change in bulk density at the soil surface
(h = 0), and g is a characteristic parameter of the soil–
rainfall interaction. This model was validated by the exper-
imental results of Roth (1997), Bresson et al. (2004), and
Augeard et al. (2008). Figure 1 depicts the distribution
with depth of rc measured by Roth (1997) in a crusted silt
loam soil, and the fitted exponential model in Equation 1.


Formation of structural seals
During rainfall on a bare soil surface, transfer of kinetic
energy from the raindrop to the surface and soil wetting
occur simultaneously. Consequently, the processes
involved in seal formation are (1) destruction of the soil
aggregates exposed to the direct impact of the rain drops
(Farres, 1978), (2) compaction (McIntyre, 1958a, b;
Epstein and Grant, 1973; Bresson and Boiffin, 1990),
(3) slaking (Moore, 1981b; Valentin and Ruiz Figueroa,
1987), (4) particle segregation (Eigel and Moore, 1983;
Radcliffe et al., 1991), and (5) pore filling and clogging
by wash-in of fine material (McIntyre, 1958a, b; Farres,
1978; Valentin and Bresson, 1992 ). Chemical dispersion
resulting from the specific chemistry of the soil–rainfall
system could play an additional significant role (Agassi
et al., 1981). The relative importance of each of these pro-
cesses depends upon the initial and boundary conditions
that prevail during seal formation.


The study of seal formation addressed morphologi-
cal aspects (Tackett and Pearson, 1965; Edwards and

Larson, 1969; Farres, 1978; Bresson and Boiffin, 1990;
Fohrer et al., 1999; Augeard et al., 2008) and impact on
infiltration (Morin and Benyamini, 1977; Romkens
et al., 1986; Baumhardt et al., 1990; Assouline and
Mualem, 2000; 2001; Augeard et al., 2008). Modeling
approaches for the different aspects of seal formation were
suggested (Farres, 1978; Edwards and Larson, 1969;
Baumhardt et al., 1990; Mualem et al., 1990b). In these
models, the rainfall was represented by its duration, t
(Moore, 1981b; Ahuja, 1983) or cumulative kinetic
energy, E (Brakensiek and Rawls, 1983; Mualem et al.,
1990b).


Assouline and Mualem (1997) proposed to model seal
formation in terms of the temporal increase of the bulk
density of the soil surface during the rainfall. This model
relates the dynamics of the process to the initial soil
mechanical and hydraulic properties as well as the physi-
cal characteristics of the regional rainfall. The bulk density
increase at the soil surface, Dro, resulting from raindrop
impact and wetting is related to rainfall intensity, I, and
duration, t:


Dro I ; tð Þ ¼ Dro

ð1� e�xtÞ (2)


whereDro
∗ is the maximal change characterizing the final


seal and the soil–rainfall characteristic, x, is defined by


x ¼ 6okI
dmaxDr
tðri;ciÞ


Z dmax


0
d2f ðd; IÞdd (3)


where f(d,I) is the raindrop size distribution, dmax, the
maximal drop diameter, k, a rainfall parameter
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interrelating raindrop velocity and drop diameter d, o, a
fitting parameter, and t(ri ,ci), the initial soil shear
strength. Figure 2 depicts theDro(t) relationship measured
by Augeard et al. (2008) and the fitted dynamic model in
Equations 2 and 3.


The theoretical analysis leading to Equation 3 indicated
that rainfall cumulative kinetic energy, E, and intensity, I,
determine the seal formation rate, in agreement with the
result from the statistical analysis of Romkens et al.
(1986).


Several physical, chemical, and mineralogical soil and
rainfall properties were found to affect seal formation
(Bradford and Huang, 1992; Shainberg, 1992). Rainfall
intensity and kinetic energy were found to be decisive in
determining the seal properties and the rate of seal forma-
tion (Morin and Benyamini, 1977; Romkens et al., 1986;
Baumhardt et al., 1990). Soil properties affecting the cohe-
sive power between the soil particles were found also to
play a role in seal formation. These properties included
soil mineralogy, texture, and structure (Mannering, 1967;
Moldenhauer and Kemper, 1969; Farres, 1978; Tarchitzky
et al., 1984; Freebairn et al., 1991; Bradford and Huang,
1993; Wakindiki and Ben-Hur, 2002); aggregate stability
(Bryan, 1969; Le Bissonnais, 1996); initial bulk density
and water content (Francis and Cruse, 1983; Luk, 1985;
Le Bissonnais and Singer, 1992; Augeard et al., 2008);
application of phosphogypsum or polymers to the upper
soil layer (Helalia et al., 1988; Shainberg, 1992); slope
(Poesen, 1987; Bradford and Huang, 1993; Fox et al.,
1997); organic matter content (Le Bissonnais and
Arrouays, 1997); soil exchangeable sodium percentage
(ESP); and electrical conductivity (EC ) of the applied
water (Agassi et al., 1981; Hadas and Frenkel, 1982;
Shainberg, 1992).


Effect of soil sealing on flow processes
The complexity of the soil-sealing phenomenon requires the
use of physically based quantitative models to study the

Measured data (Augeard et al., 2008)
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et al. (2008) and the fitted dynamic model of Assouline and
Mualem (1997).

impact of seal formation on flow processes. Such models
have to address two main aspects: the definition of the seal
hydraulic properties and the simulation of the dynamics of
seal formation.


The simplest model of the seal properties assumed
a saturated soil layer with constant hydraulic conductivity
and thickness (Hillel and Gardner, 1970; Ahuja and
Swartzendruber, 1973). Although technically appropriate
for simulating infiltration, it cannot simulate redistribution
and drying processes, for which the entire hydraulic
functions, i.e., water retention curve and hydraulic con-
ductivity function, are needed. Approximated hydraulic
properties were suggested by Moore (1981a), Philip
(1998), Baumhardt et al. (1990), and Smith et al. (1999).
Mualem and Assouline (1989) proposed a conceptual link
between the hydraulic properties of the seal layer and
those of the undisturbed seal underneath.


The first solution of infiltration into a sealed soil profile
was proposed by Hillel and Gardner (1969, 1970), where
the Green and Ampt (1911) approach was applied to
a uniform soil profile capped with a saturated thin layer
of low permeability and prescribed constant properties.
This basic approach was adopted in a series of studies on
infiltration through sealed soils with constant seal proper-
ties (Ahuja, 1983; Moore, 1981a; Parlange et al., 1984), or
time-dependent ones (Farrell and Larson, 1972; Moore,
1981b; Ahuja, 1983; Brakensiek and Rawls, 1983;
Vandevaere et al., 1998). The Green–Ampt approach was
considered inappropriate to the simulation of infiltration
into crusted soils sealed by Philip (1998), who preferred
the flux-concentration method (Philip, 1973).


A different approach solving numerically the one-
dimensional water flow equation was proposed by
Baumhardt et al. (1990), Mualem et al. (1993), and
Assouline and Mualem (1997). In these studies, the
hydraulic properties of the seal layer are derived from
the soil–rainfall system characteristics. This approach
was extended to evaluate the combined effect of soil seal
formation and areal heterogeneity of soil hydraulic proper-
ties on infiltration (Assouline and Mualem, 2002) and on
runoff at the watershed scale (Assouline and Mualem,
2006). Figure 3 illustrates the effect of a completely
formed seal and the effect of a seal under formation on
infiltration compared to an undisturbed (mulched) soil
for a constant rainfall intensity of 40 mm/h. The measured
data were reported by Baumhardt (1985). The dashed
curve results from the solution of the flow equations for
the unsealed soil, the thin solid line corresponds to the
calibrated dynamic model of Assouline and Mualem
(1997), and the bold line is the predicted infiltration curve
for a sealed soil profile following the model of Mualem
and Assouline (1989).


Soil crusting affects also evaporation. Besides the fact
that crust formation reduces water penetration and conse-
quently, soil water content, it was shown to reduce evapo-
ration directly (Bresler and Kemper, 1970; Jones et al.,
1994). Assouline and Mualem (2003) have simulated the
impact of constant evaporation on the water regime of
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sealed soil profiles, showing that the sealed surface dries
quicker than the undisturbed one, indicating that the seal
surface acts as a barrier preventing further evaporation.


Summary
Bare soil surface can be prone to seal or crust formation.
Different types of seals or crusts resulting from various
processes are identified: structural seals resulting from
high-intensity rainstorm; depositional seals or crusts
resulting from the percolation of runoff water rich in
suspended solids; post-fire crusts; biological or
microbiotic crusts formed by nonvascular plants. Soil sur-
face sealing can have severe agricultural, hydrological,
and environmental effects. It decreases infiltration rate,
reduces available water to plants, diminishes natural
recharge of aquifers, increases runoff, and decreases crop
yields. Seal formation is a complex phenomenon that
involves several factors characterizing soil and rainfall
physicochemical properties and flow initial and boundary
conditions prevailing during the process. This entry pre-
sents the methodology applied to the investigation of rain-
fall-induced soil surface sealing, in terms of morphology,
phenomenology, and modeling approaches to simulate
the effect of on flow processes, as an illustrative case study
of all the different seal types.
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Synonyms
Particle size distribution


Definition
The percentage content of groups of particles with specific
sizes in the soil is known as the texture or the particle size
distribution of the soil. Soil texture determines the proba-
bility of finding a particle with a specific size in the set of
all particles.


Introduction
The soil, also referred to as the pedosphere, is a natural for-
mation of the upper layer of the earth crust, formed from
weathered rock as a result of the effect of various factors
changing over time (climate, biosphere, hydrosphere,
relief, and human activity). The component elements of
the soil are in the solid, liquid, and gaseous phases (see
Soil Phases). The solid phase of the soil is made up mainly
of mineral, organic, and organic–mineral particles with
various degrees of fragmentation. The degree of their frag-
mentation has a significant effect on many of the proper-
ties of the soil. The percentage content of groups of
particles with specific sizes in the soil is known as the tex-
ture or the particle size distribution of the soil. The size of
soil particles and their packing affect the pore distribution
(see Pore Morphology and Soil Functions and Pore Size
Distribution) in the soil, and thus determine, among other
things, the possibility of gas exchange (see Aeration of
Soils and Plants), water retention, as well as the thermal
and sorptive properties of the soil (see Coupled Heat and
Water Transfer in Soil) and its content of mineral compo-
nents. An important feature of the particle size distribution
is its stability in time and relatively easy measurability,
thanks to which it serves as a parameter for many models,
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for example, for the estimation of water retention curves or
hydraulic conductivity.


Sample dispersion
While analyzing the particle size distribution of soils, it
should be kept in mind that it reflects the original proper-
ties of the soils only when the measurement is concerned
with the “elementary” soil particles, that is, those proper-
ties that do not break up under the effect of various dis-
persing factors. Under natural conditions, every soil is
characterized by specific aggregation; hence, for many
years there has been a search for effective methods of soil
sample dispersion in soil particle size distribution mea-
surements. At present, the most frequently used methods
of soil sample preparation for measurement include
methods consisting in stirring, addition of suitable chemi-
cal agents, for example, calgon (solution of sodium
hexametaphosphate and anhydrous sodium carbonate),
or ultrasonic treatment (Day, 1965; Chappell, 1998; ISO
11277, 1998).


Mechanical methods
One of the oldest methods for the separation of substances
with different particle sizes are the decantation and sieve
methods, used already in the ancient Greece. However,
documented sources give the year 1692 as the date of the
first application of the decantation method for the separa-
tion of soil particles. It is accepted that the first described
application of a sieve for the separation of sand fractions
took place in 1704, while the term “mechanical analysis”
itself was introduced in 1800 (Krumbein, 1932).


Sedimentation methods
Based on the fundamental laws of physics (and the Stokes
law in particular), a succession of new methods for the
determination of particle size distribution was created.
Those methods can be classified into two categories –
field and laboratory methods.


The sensory identification of soil type is highly useful
in fieldwork when it is necessary to make an estimation
of the content of particular soil particle fractions. The
simplest of those is the so-called finger method, which
permits the identification of soil composition on the basis
of analysis of its behavior when rubbed between fingers
in dry state, and after wetting. When analyzing a soil in
the dry state, we estimate its coarseness or hardness and
slipperiness. With wet soil, we can make an estimation
of its viscosity, compaction, and capacity for rolling.
Correct identification of soil type using the finger
method requires a lot of experience. The method can only
be used for preliminary classification of soils in field
conditions.


The sieve method is used for the separation of the skel-
eton fractions (stones and gravel) from the earth fractions
(sand, silt, and clay) of the soil, and for the determination
of the coarser earth fractions. To be able to make compar-
ison of results obtained with the sieve method one should

keep in mind that the result depends on the shape of aper-
tures in the sieve; results obtained with sieves with square
apertures will not be equivalent to results obtained with
sieves with round holes. The probability of a particle pass-
ing through a given sieve during a given time of screening
will depend both on the properties of the particle and on
those of the sieve, as well as on the distribution of sizes
and the number of particles on the sieve, on the physical
properties of the particles (shape and type of surface),
and on the method of sieve shaking. Analysis performed
with the help of sieves consists in the selection of
a suitable set of sieves. A specific weight of a soil sample
is placed on the upper sieve, and then, after covering the
upper sieve, the whole set of sieves is placed on the shaker.
When the screening is over, the particles remaining on
each of the sieves are weighed, and on this basis, the per-
centage share of a given fraction is determined as the ratio
of the weight of the particles that remained on a given
sieve to the weight of the whole soil sample.


The sedimentation methods are based on measurement
of the settlement rate of soil particles in a water suspen-
sion. The basis for the sedimentation methods is the fact
of balancing of forces acting on a particle suspended in
a liquid, which causes it to settle to the bottom in
a uniform motion. The forces that act on the particle are
the following – the downward force of gravity Fg, the
upward force of buoyant force Fw (resulting from the
Archimedes law), and the force of friction Ft (resulting
from the viscosity of the medium, expressed by the Stokes
law). In measurements based on the sedimentation
methods, the following assumptions are made:


(a) The soil particles are hard and smooth spheres
(b) The suspension has a Reynolds number below ca. 0.2,


that is, it is a liquid in which particles settle with
a laminar motion.


(c) Soil particles in the suspension are at such a rate of
dilution that none of them disturbs the settlement of
any other.


(d) There are no interactions between the particles and the
liquid.


(e) The diameter of the suspension column compared to
particle diameter is large, that is, the fluid volume is
“infinitely great.”


(f ) The soil particles have attained the terminal velocity.
(g) The soil particles have the same specific density.


The most frequently applied sedimentation methods
include the pipette method and the hydrometric method
(in Poland, the latter method is mainly used in the
Prószyński modification).


The pipette method consists in using a pipette to take
a specific volume of water suspension of a soil. Samples
are taken after a specific time from suspension stirring,
at a specific depth, and using a pipette with known vol-
ume. Next, the samples taken are evaporated and dried
to constant weight. Based on the sample weight after dry-
ing, the content of particles with a given diameter in the
whole soil sample is determined (ISO 11277, 1998).
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Another sedimentation method is the Casagrande
hydrometer method (Day, 1965). In its classical form,
the method consists in using a hydrometer to measure
the density of water suspension of a soil at time intervals
at which soil particle fractions with specific decreasing
diameters settle at the bottom of the measurement cylin-
der. Obtaining results of measurements taken with the
hydrometric method required the plotting of many graphs
and making prior calculations. The modification of the
method developed by Prószyński (Mocek et al., 2000)
consisted in the application of a hydrometer of his own
design and in the development of sedimentation tables,
which permits direct determination of the percentage share
of particles remaining in the suspension at the moment of
measurement. Determination of particle size distribution
with the Casagrande method in Prószyński modification
(Mocek et al., 2000) requires a preliminary measurement
to be made after ca. 10 min from the stirring of the suspen-
sion. That measurement permits the determination of
approximate content of the fraction of <0.02 mm, and
thus permits the selection of a suitable sedimentation table
from which, depending on the ambient temperature, times
are taken after which a reading should be taken on the
hydrometer so as to calculate the content of a given frac-
tion of particles in the soil tested (Mocek et al., 2000).


As in any other measurement, so also in the case of the
sedimentation methods, one should remember the sources
of uncertainty. One of the more important sources is the
observed fact that thin blade-shaped particles settle much
more slowly than the equivalent spheres adopted for them,
which causes the obtainment of overestimated measure-
ment results for such particles. In turn, for particles whose
equivalent sphere diameter is less than 1 mm, the cause of
measurement errors may be attributed to Brownian
motions interfering with particles settling under the effect
of gravity (Allen et al., 1996).


The standard ISO 11277 recommends that determina-
tions of particle size distribution for air-dry soil samples
can be done using the sieve–pipette method. Such an anal-
ysis should be performed as follows: particles that do not
pass through sieve with 2-mm mesh are to be determined
with the dry sieving method; particles passing through
a 2-mm mesh sieve and retained on a sieve with mesh
diameter of 0.063 mm are to be determined with the wet
sieving method, while particles that have passed through
the last sieve are to be determined with the sedimentation
(pipette) method.

Laser diffraction method
Amethod that recently found an application in soil science
is the laser diffraction method (Buurman et al., 1997).
Diffraction is a phenomenon consisting in light being
deflected when passing close to an obstacle, such as the
edge of a slot. Diffraction takes place when the head
of a light wave is partially stopped by an opaque object.
Such a nontransparent object may be a particle that
happens to be in the way of a light beam. Falling on that

particle the light beam is deflected. Measuring the angle
of the deflection and the intensity of the deflected light
we can obtain information about the size of the particle
that caused the diffraction. The angle at which the laser
light beam becomes defected/scattered on the particle is
inversely proportional to the particle size. Small particles
deflect/scatter light at large angles, while large particles
do so at small angles. Based on the angles of deflection/
scattering of laser light beam calculation of particle sizes
is made on the basis of the Fraunhofer or Mie theories.
Contemporary apparatus for the determination of particle
size distribution with the method commonly referred to
as the laser diffraction method take into account four types
of interactions between the electromagnetic wave (laser
light) and the particle (ISO 13320, 1999), and namely:


(a) Diffraction on the outer surface (contour) of the parti-
cle – Fraunhofer diffraction,


(b) Reflection from particle surface (internal as well as
external),


(c) Refraction of laser light at the medium-particle and
particle medium phase interface,


(d) Absorption within the particle.


It takes two steps to obtain information about particle size
distribution on the basis of analysis of deflected/scattered
light falling onto detectors. The first step is the choice of
mathematical model describing light deflection/scattering
by the particles (the choice is between two possibilities –
the Fraunhofer approximation and the Mie theory). The
second step is to convert the information from the angular
distribution of intensity of deflected/scattered light onto
the size distribution of particles under analysis in accor-
dance with the selected mathematical model. This step is
realized automatically by the software supplied by the
manufacturer of the apparatus. The growth of the comput-
ing power of computers that took place over the recent
years permitted the application of the Mie theory for the
determination of particle size distribution, as the Mie the-
ory requires the solution of significantly more complex
equations. The Mie theory treats the electromagnetic field
in the space surrounding the particle as a superposition of
the falling field and the scattered field.


The application of the Mie theory for the determination
of particle size distribution requires the definition of the
optical parameters of the particles, that is, the coefficient
of light refraction and the coefficient of light absorption.


TheMie theory is recommended for the determination of
size distribution of particles with dimensions below 25 mm
in accordance with standard ISO 13320. However, applica-
tion of the Mie theory with relation to a nonhomogeneous
material such as soil, whose optical properties (refraction
and absorption coefficients) for various particles are differ-
ent, causes that it is hard to assume in prior which theory
will be better. Especially as the determination of the optical
parameters of the material studied may not only be costly
and time consuming, but may also constitute a significant
source of uncertainty in the determination of particle size
distribution. All these inferences may lead to a situation
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when the theoretically less precise Fraunhofer theory may
have a better practical application for soil material, even
taking into account the presence of smaller particles in the
sample (Loizeau et al., 1994).


Summary
Particle size distribution is one the most important proper-
ties of soils. The size of soil particles and their packing
affect the pore distribution in the soil, and thus determine,
among other things, the possibility of gas exchange, water
retention, as well as the thermal and sorptive properties of
the soil. An important feature of particle size distribution
is its stability in time and relatively easy measurability,
thanks to which it serves as a parameter for many models,
for example, for the estimation of water retention curves or
hydraulic conductivity. The most important methods for
measurements of soil particle size distribution are the fol-
lowing: (a) sieve methods; (b) methods based on Stokes
law (aerometric and pipette ones); and (c) the new laser
diffraction method.
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SOIL TILTH: WHAT EVERY FARMER UNDERSTANDS
BUT NO RESEARCHER CAN DEFINE


Douglas L. Karlen
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Synonyms
Soil condition; Soil quality


Definition
Tilth – The physical condition of soil as related to its ease
of tillage, fitness as a seedbed, and its impedance to seed-
ling emergence and root penetration.


Introduction
The farmer’s understanding of soil tilth is nearly as old as
agriculture itself. For example, Fitzherbert wrote in his
1523 Boke of Husbandry that a farmer could determine
if soil was ready to be sown by going onto the plowed land
and “if it synge or crye, or make any noise under thy fete,
then it is to wete to sowe: and if it make no noyse, and wyll
beare thy horses, thane sowe in the name of God.” Simi-
larly, in the seventeenth century, Thomas Tusser is
reported to have stated that “good tilth brings seeds, ill
tilture weeds.” Evidenced by these quotes and many other
examples, tilth has a long history of intriguing people
because of its connection with the soil (Karlen et al.,
1990), yet the concept confuses scientists because of their
inability to provide an exact definition or protocol for
measuring it. Soil tilth thus describes a soil property that
is better visualized than quantified; however, the princi-
ples that underlie tilth are fundamental to the quality of
all soil resources.


In the 1930s, several authors began to describe how
climatic conditions and various soil, crop, and animal
management practices affected soil tilth. Keen (1931) pro-
vided a summary of previous observations regarding the
importance of tilth for the planting of crops into a proper
seedbed, the impact of frost on soil, how hard rains after
plowing would create a crust, and how grazing animals
could compact soils. Keen’s treatise on soil physical con-
ditions was followed by Yoder’s, 1937 paper that
described soil tilth as a “blanket” term describing the soil
conditions that determine the degree of fitness for growth
and development of crop plants. By sieving soil samples
and separating the material into different sizes, researchers
showed how freezing, drying wind, rainfall, tillage, ani-
mal compaction, and other management factors affected
the soil. Tilth was ultimately recognized as providing
a fundamental understanding of soil structure and how it
changes in response to tillage, organic matter additions,
crop rotations, and environmental factors such as rainfall
or temperature. Changes in soil structure and the impact
on soil tilth are probably most quickly recognized by
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gardeners and small farmers because they work their soil
either by hand or with small tools. Effects of improving
soil tilth are readily apparent because hard soil requires
more energy to prepare a seedbed and generally produces
less vigorous plants. It has also been recognized that not
all soils respond to inputs and management practices in
the same way because of fundamental differences in their
sand, silt, clay, and organic matter composition.


Yoder (1937) defined the ideal tilth as offering mini-
mum resistance to root penetration, allowing for good
infiltration and storage of soil water, having good
exchange of gases between the soil and atmosphere, sus-
taining an adequate air supply in the soil, having
a proper balance of water and air in soil pores, resisting
erosion, promoting biological activity, facilitating decom-
position of green manure and other organic residues, and
providing a stable foundation for farm implements. This
is a very inclusive list that covers many soil functions
and demonstrates the interactions among the physical,
biological, and chemical processes that are occurring
within a profile. Yoder also recognized that green manure
and crop residue additions were crucial for developing
good soil tilth.


Soil tilth has gradually become recognized as
a dynamic soil condition. As virgin grassland or forest
soils were cultivated, organic matter concentrations, base
(cation) saturation, and porosity decreased while bulk den-
sity increased. These changes reduced the tendency of soil
to form stable aggregates and gradually resulted in
a deteriorated soil structure. Declining soil tilth became
associated with increased runoff, erosion potential, need
for tillage to prepare an adequate seedbed, and fertilizer
to sustain reasonable and profitable crop yields. Con-
versely, as soil tilth is improved, water exchange, gas
exchange, and the ability of a plant to explore the profile
and capture nutrients and water were enhanced. Soils with
good tilth generally have greater biodiversity and provide
structural support for land management operations. Soil
tilth continues to be important as humankind depends on
soil resources for food, feed, fiber, and most recently fuel
(i.e., bioenergy). Understanding how to manage soils for
long-term improvement and enhanced sustainability of
tilth are lessons that all must be aware of now and in the
future (National Academy of Sciences NAS, 2009).

Critical soil tilth concepts
Organic matter is one of the primary factors affecting soil
tilth because of its role in soil aggregation. Studies with
disturbed and undisturbed soils show that as organic mat-
ter increases, compaction decreases and there is more
space for air and water exchange. The constant addition
of organic matter throughout the soil profile is one reason
that virgin grassland soils generally have excellent aggre-
gation and structure. Those soils, especially in humid
regions, generally have higher organic matter content, an
increased percentage of water-stable aggregates, and

a structure that accommodates rapid plant growth with
unlimited root proliferation. Those soil characteristics
occur because in humid regions, grasses replace most of
their roots and top growth each year. Also, when the above
ground plant material dies, it falls on the soil surface
where it is decomposed or mixed into the upper part of
the soil by earthworms and other soil organisms. The dead
roots and plant residue provide a food source for fungal
and bacterial decomposition processes leading to the for-
mation of soil aggregates, whichmodify effects of soil tex-
ture with regard to water and air relationships and root
penetration. Increased water-stable aggregation, annual
proliferation of plant roots, and the associated wetting
and drying cycles gradually develop a soil structure that
is stable and with good management resists degradation.


Whiteside and Smith (1941) were among the first to
examine how crop production affected soil productivity.
They cited several reports showing that total N and
organic matter in the surface of tilled soils decreased
relative to adjacent untilled forest and grassland areas.
They found that cropping systems had a great influence
on the amount and direction of change in soil N and
organic C. The greatest changes were associated with
continuous row crops, followed by cereal crops, then
legume and sod crops. These and similar studies gradually
led to development of conservation practices with an
increased emphasis on incorporating perennial crops
into extended rotations, reducing tillage intensity and
frequency, using cover crops and optimizing nutrient and
water management.


Surface mulch from crop residues, cover crops, animal
manure, municipal sludge, leaves, or other carbonaceous
sources can enhance soil tilth by providing physical
protection from raindrop impact and a food source for
earthworms and other soil fauna. Surface mulch also
moderates soil temperature and moisture extremes at the
soil–air interface. If soils are left bare and exposed,
surface temperatures can be very high causing the soil to
become very dry. When this occurs, earthworms and other
soil insects will move deeper into the soil leaving a surface
zone that contains very few active organisms. Bacteria and
fungi that live in thin films of water will die or become
inactive, slowing the natural process of organic matter
cycling and aggregation.

Tillage effects on soil tilth
Tillage can improve tilth over the short term by loosening
surface soil, disrupting crusts and creating a more favorable
soil-water-air environment for plants, but it is also a primary
cause for the long-term deterioration of tilth. The loosening
process that often has positive short-term plant production
benefits has negative long-term effects because it increases
the rate of organic matter decomposition through chemical
and microbial mineralization. This occurs because previ-
ously protected organic matter is exposed by the tillage
and subsequently used as a food source by many
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microorganisms. The loss of organic matter decreases
aggregate stability, thus increasing the potential for surface
crusting, poor seedling emergence, runoff, erosion, and
other indicators of poor soil tilth (e.g., decreased infiltration
of rainfall or irrigationwater, decreased soil water retention,
and decreased nutrient cycling). Tillage itself or the wheel-
traffic associated with tillage operations can further reduce
tilth by increasing compaction. This reduces total pore
space and frequently increases water-filled pore space lead-
ing to reduced aeration, slower nutrient cycling, and
a decreased volume of soil for plant root proliferation. Traf-
fic-induced compaction obviously occurs in fields used for
crop production, but similar negative effects can be found at
construction sites, in forests due to logging operations, on
campgrounds, athletic fields, or even desert areas where
off-road recreational vehicles are allowed.

Extended crop rotation effects on soil tilth
Soil tilth is affected in twoways by incorporating forage or
hay crops into an extended rotation. First, soil organic
matter decomposition decreases because the soil is not dis-
turbed or tilled each year. Second, grass and legume sods
develop extensive root systems, part of which dies each
year, adding new organic matter to the soil. The dead roots
provide a food source for fungal and bacterial decomposi-
tion processes leading to the formation of soil aggregates
and improved tilth.


To demonstrate the effect of perennial root systems on
soil aggregation, researchers compared aggregate size dis-
tributions for soils under continuous corn (Zea mays L.)
with those where corn was grown in rotation with oat
(Avena sativa L.) and meadow. The data showed that with
continuous corn aggregate size was less than half that for
corn grown in rotation. The studies also showed that
aggregation decreased slowly but consistently over a
7-year period of continuous corn. In related studies, com-
parisons among crop sequences showed that aggregation
increased by switching to a corn-oat-meadow rotation
after 11 years of continuous corn (Karlen et al., 1990).
Also, it took only 4 years of continuous corn to decrease
the aggregation established under either bluegrass or
alfalfa to less than that found after 18 years of the corn-
oat-meadow rotation. The highly significant correlation
between crop yield and aggregate size confirmed that soil
tilth and productivity were both affected by crop rotation.

Cover crop effects on soil tilth
Growing cover crops can improve soil tilth by decreasing
erosion, increasing infiltration, and adding organic resi-
dues to the soil. Although in orchards and vineyards the
cover crops are frequently grown year-round, they are
most often grown only during seasons when the soil is
especially susceptible to erosion. The leaves and stems
of the cover crop intercept rainfall and dissipate the energy
while roots bind the soil and hold it in place. The amount

of benefit from cover crops depends on the above and
below ground biomass and rooting structure of the plant
being grown and the length of time before the soil is pre-
pared for the next crop. For example, in the southeastern
US crimson clover (Trifolium incarnatum L.) can be
grown successfully as a cover crop prior to cotton
(Gossypium barbadense L.). Initially planted in late
autumn, the clover grows slowly throughout the winter
and early spring, often reseeding itself for the next year
before the cotton crop is planted. In more northern areas
such as the US Corn and Soybean Belt where cold temper-
atures significantly shorten the growing season, crops
such as crimson clover simply cannot survive. Oat, rye
(Secale cereale L.), and hairy vetch (Vicia villosa L.) are
some of the possible cover crops for the northern states,
but the amount of protection against soil erosion and espe-
cially the amount of nitrogen supplied by the vetch are
generally much less than in the southern USA. Also, in
semiarid regions where water is often the most limiting
factor, growing cover crops may not be a viable manage-
ment practice.


Additional benefits of cover crops include sequestering
nutrients (especially nitrate N) so they cannot be leached
below the crop root zone, suppressing weeds, breaking
pest cycles, providing habitat for beneficial insects and
other fauna, and supplying nutrients (usually N) to the fol-
lowing crop. However, before a farmer or anyone else
decides to grow a cover crop to maintain or improve soil
tilth, it is important to determine what needs to be accom-
plished. Is the main purpose to add available nitrogen to
the soil or to provide large amounts of carbon? Is erosion
control during the late autumn and early spring the pri-
mary objective? Does the soil have a compaction problem
that needs to be alleviated? Will the combination of cover
crop, climate and water-holding capacity of the soil result
in excess water depletion that adversely affects the pri-
mary crop? Once the primary purpose for growing
a cover crop has been determined, decisions on plant spe-
cies (i.e., legume or grass), the optimum date of planting,
and when to kill the cover crop will be easier to make.

Potential biofuel feedstock production effects
on soil tilth
Increasing worldwide energy demand, high commodity
prices, rapid economic growth in developing countries,
and growing evidence that atmospheric carbon dioxide
(CO2) is an important contributor to global climate change
have significantly increased interest in using agricultural
biomass to simultaneously increase energy supplies and
reduce worldwide greenhouse-gas emissions (NAS,
2009b). Figure 1 illustrates the potential impact of meeting
these needs on soil tilth because of their effect on the soil
carbon balance. Worldwide, the pre-agriculture soil car-
bon content was generally at least twice that found in soils
approaching equilibrium with current tillage and cropping
practices. Harvesting additional stover or crop residues as
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feedstock for biofuels or other bioproducts will have
a negative impact on the C balance unless offsetting prac-
tices such as reduced tillage, cover crops, or diversified
crop rotations are also implemented. Initial efforts to pro-
duce biofuel from corn, soybean (Glycine max [L.] Merr.)
or other food crops have been questioned from social, eco-
nomic, and environmental perspectives and induced fear
of having global competition between food and fuel
(Doornbosch and Steenblik, 2007).


As a feedstock, cellulosic biomass has numerous
advantages over corn, soybean, and other grains, includ-
ing its availability from sources that do not compete with
food and feed production. Biofuels made from renewable
feedstock are an attractive alternative to gasoline because
they can decrease the net release of greenhouse gases
(GHG) from the transportation sector. An unknown and
current research question is what impact harvest of this
material will have on soil tilth.


Corn stover, the aboveground material left in fields
after corn grain harvest, was identified as a primary bio-
mass source (Perlack et al., 2005), because it and other
crop residues are frequently referred to as “trash” or agri-
cultural waste (Wilhelm et al., 2007). This would suggest
that stover has minimal value (Lal, 2004) but, when
returned to the land, crop residues replenish soil organic
carbon (SOC), a soil quality indicator that has been
reduced by 30–50% (Schlesinger, 1985) compared to
pre-cultivation levels. These decreases have occurred
because of crop production activities that include artificial
drainage, intensive annual tillage, and less diverse plant
communities; factors also affecting soil tilth.


Removing crop residues for biofuel feedstock or any
purpose will decrease the annual carbon input, and gradu-
ally diminish soil organic carbon and threaten the soil’s
production capacity (Johnson et al., 2006). Therefore,

even though harvesting corn stover or any other crop res-
idue as a feedstock for transportation biofuels could have
many benefits, these must be evaluated in the context of
other ecosystem services that crop residues provide. This
includes conserving soil water, reducing surface runoff
and evaporation, increasing infiltration rates, controlling
soil erosion, recycling plant nutrients, providing habitat
and energy for earthworms and other soil macro- and
microorganisms, improving water quality by denaturing
and filtering of pollutants and improving soil structure,
preserving native habitats, maintaining biodiversity, and
sustaining soil tilth. Crop residues also help reduce non-
point source pollution, decrease sedimentation, minimize
risks of anoxia and dead zones in coastal ecosystems,
increase agronomic productivity, advance food security,
and mitigate flooding by holding water on the land
rather than allowing it to run off into streams and rivers
(Kimble et al., 2007).


So why is soil tilth important?
Good soil tilth provides a stable base for agricultural pro-
duction. The ability of a plant to explore the soil profile to
extract water, nutrients, and air reduces a potential limita-
tion to plant growth. A limited soil profile reduces the
amount and vigor of plant growth. Good soil tilth is also
associated with good soil structure. This is important
because a vast majority of the world’s agriculture depends
upon rainfall to produce a reliable supply of food, feed, or
fiber and when the soil has an unstable structure, infiltra-
tion of rainwater into the soil is often very limited. This
is critical when rainfall occurs in intense storms. The other
limitation comes when soil water holding capacity is
diminished by reductions in organic matter and the rainfall
leaches through the profile and is not available to the plant.
The simple change in the soil creates a limitation to plant
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growth and yield because of reduced water availability.
Fields with poor soils often show poor plant growth
because of water limitations even in years that have nor-
mal rainfall for that location. Efficient use of stored soil
water is critical to providing food, feed, and fiber for the
world’s population and the process begins with a soil that
has good tilth. Soil with good tilth has improved nutrient
cycling because of the role of the microbiological activity
within the soil and supply of nutrients to plants is as criti-
cal as water in terms of sustaining plant productivity.


Conclusions
Soil tilth has both direct and indirect effects on plant pro-
duction often overlooked or even ignored. Healthy soils
with good tilth have better resistance to insects and dis-
eases. This aspect has not been fully studied and offers
an additional piece of evidence for the proper management
of the soil resource. It is also critical to consider soil tilth as
part of the ecosystem that contributes to improved ecosys-
tem heath and ecosystem services, e.g., water quality, air
quality, biodiversity, and efficient use of resources. Soil
provides the foundation for existence of humankind, but
it is the soil tilth that increases the value of that foundation
with regard to its ability to produce a reliable and sustained
supply of food, feed, fiber, and now fuel from the soil. Soil
is precious and good tilth increases the value of the soil for
all future generations.
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SOIL WATER FLOW


Miroslav Kutílek
Prague 6, Czech Republic


Definition
Soil water flow is conditioned by the existence of
a gradient of the total potential of soil water in both, the
soil fully saturated by water (saturated flow) as well as in
soil not fully saturated by water (unsaturated flow).


Basic concepts
The flow of water in soil can be described microscopically
and macroscopically. On the microscopic scale, the flow
in each individual pore is considered and for each defined
continuous pore, the Navier–Stokes equations apply. For
their solution, we lack detailed knowledge of the geomet-
rical characteristics of individual pores to obtain a solution
for the bulk volume of soil of the size about 0.1–1 m3,
derived theoretically as the representative elementary
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volume (REV). This type of procedure is applied in some
theoretical investigations where the basic laws of fluid
mechanics are invoked. In such studies, the real porous
system is usually defined by a very simplified model.


The macroscopic or phenomenological approach of
water transport relates to the entire cross section of the
soil in REV. In order to emphasize the fact that water
does not flow through the entire macroscopic areal cross
section (REA), the term flux density (or flux ratio, or
macroscopic flow rate) is used to describe the flow real-
ized through only that portion of the area not occupied
by the solid phase and, by the air phase eventually when
we deal with unsaturated soil. The size of REA in soils
is usually in the range of 100 cm2 to m2. The dimension
of the flux density is the volume of water (L3) flowing
through the area (L2) in time (T), i.e., (L3/L2 T) = (LT�1).
The principal equation derived for this macroscopic
approach is Darcy’s equation developed in 1856.
Water flow in soils is comparable to other transport pro-
cesses such as heat flow and molecular diffusion when
the appropriate driving force is defined. For water flow,
it is the difference of total potentials between two points
in the soil.

Saturated flow
We assume that water is flowing in all pores of the soil
under a positive pressure head h. In field situations, the
soil rarely reaches complete water saturation. Usually it
is quasi-saturated with the soil water content y=mPwhere
m has values of 0.85–0.95 and P is the porosity. Entrapped
air occupies the volume P(1 � m). Further on we assume
for the sake of simplicity that m = 1 and the impact of
entrapped air is not considered. Darcy equation governing
the saturated flow in the vertical direction is


q ¼ KS
Dh
L


¼ KS Ih


where Dh/L is the hydraulic gradient Ih, Dh the difference
between water levels in piezometers at the vertical dis-
tance L. Since the dimension of h is (L) and of the distance
L is also (L), the hydraulic gradient is dimensionless and
the saturated hydraulic conductivity KS has the dimension
of q (LT�1). When we read piezometer levels (or pressure
heads) h1 and h2 at elevations z1 and z2, respectively, we
have in terms of the total potential H= (h+ z) a general
form of the Darcy equation


q ¼ �KSgradH


When K is constant in the studied domain, then with

S
F=KSH is


q ¼ �gradF


The value of K depends upon the nature of the soil

S
and is numerically equal to the flow rate when the hydrau-
lic gradient is unity. Values of KS commonly range from

less than 0.1 cm day�1 (10�8 m s�1) to more than 102 cm
day�1 (10�5m s�1). If the total potentialH is not expressed
as the height of the water column, but when we use J kg�1


(L2T�2) then the potential gradient is J kg�1 m�1 (LT�2)
and KS has the dimension (T), usually s.KS should be con-
sidered a scalar quantity for isotropic soils, and a tensor of
rank 2 for anisotropic soils with the value of KS dependent
upon the direction of flow. When the tensor KS is assumed
to be symmetric, its principal axes, defined by six values,
are identical to those of an ellipsoid of conductivity. If the
gradient of the potential is not in the direction of
a principal axis, the direction of flow is different from that
of the gradient. The simplest expression of KSwas derived
by Kozeny (1927) for the soil porosity modeled as
a bundle of parallel capillary tubes. The flow is assumed
to be laminar and its mean value is expressed by the
Hagen-Poiseuille’s equation. For P porosity [dimension-
less], specific surface A (L2 L�3) = (L�1), g the accelera-
tion of gravity (LT�2), rW the density of water (ML�3),
and m the dynamic viscosity (ML�1 T�1) is


KS ¼ rwgP
3


2mA2

Since the real flow paths in soil are curved and not
straight as in the model, the term tortuosity t was intro-
duced as the ratio between the real flow path length Le
and the straight distance L between the two points of the
soil. Because Le> L, then t> 1. For example, in
a monodispersed sand, t= 2. The permeability KP valid
for all fluids is


KP ¼ cP3


tA2


with c taken as an empirical constant. Permeability KP has
then the dimension (L2). The unusual dimension repre-
sents the cross-sectional area of an equivalent pore.
Although now almost obsolete, the historical unit of
1 Darcy = 1 mm2 was used for describing permeability.
Kozeny’s equation shows that KS is sensitive to porosity.
However, in his model the pore radii are considered uni-
form while those in real soils have great variability of pore
size distribution, which is changed due to the aggregation
or disaggregation of soil, by the compaction, etc. Due to
the aggregation of soil, KSmay increase by orders of mag-
nitude, yet the porosity may change slightly or even
remain nearly the same. And, vice versa, soil dispersion
or disaggregation substantially decreases KS. For exam-
ple, in a loess soil, the saturated hydraulic conductivity
of its surface after a heavy rain decreases three to four
orders of magnitude compared with its original value
owing mainly to two processes – disaggregation and the
blockage of pores by the released clay particles. Compac-
tion of soil in the A-horizon and in the bottom of the
plowed sub horizon causes a much greater decrease of
KS than that predicted from a decrease of porosity in the
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simple Kozeny equation because compaction reduces pri-
marily the content of large soil pores associated with
values of pressure head h= 0 to �100 cm. Although the
textural class of a soil may have a large influence on the
value of KS, any attempt to establish a correlation between
them usually fails. Only for those soils and soil horizons of
the same genetic development occurring in the same
region and being similarly managed will a correlation
between texture and KS be manifested. In sandy soils,
the lowest value of KS is about 100 cm day�1, in silty
loams about 10 cm day�1, and in clays about 0.1 cm
day�1. In peats, KS decreases with an increasing degree
of decomposition of the original organic substances.
When the degree of decomposition of a peat is more than
50%, the value of KS diminishes to values of KS of
nonconsolidated clays. In loams and clays, the nature of
the prevalent exchangeable cation plays an important role
upon the value of KS. In vertisols, an increase of the per-
centage of exchangeable sodium (ESP) is accompanied
by a significant decrease in KS when the ESP reaches
15–20%, provided that the soluble salt content of the soil
water is small. For example, with the electrical conductiv-
ity of the soil paste EC= 1 mS cm�1 or less, the value of
KS can decrease two or three orders of magnitude (Hillel,
1998). In not frequent events the linear relationship of
Darcy equation is not applicable. This non-Darcian flow
in clays is caused by the shift of clay particles due to the
imposed hydraulic gradient and due to the changed of
the water viscosity in clays having extremely large spe-
cific surface. In coarse sands, the nonlaminar flow could
exist causing the deviation of linearity of Darcy equation
(Kutilek and Nielsen, 1994).

Unsaturated flow
When the soil is not fully saturated by water, the Darcy
equation was modified by Buckingham in 1907 to the
form


q ¼ �KðhÞgradH
or with the relationship y(h) known as the soil water reten-
tion curve is


q ¼ �K yEð ÞgradH
where q is flux density (LT�1), h is the pressure head (L),
and since the soil is not fully saturated with water, it is neg-
ative, sometimes denoted also as soil water potential. H is
the total potential (L), the same as for saturated flow, but
with h negative. K is unsaturated conductivity (LT�1), no
more a constant value, but functionally dependent either
upon h or physically better expressed as dependent upon
the relative saturation of soil by water yE ¼ y=yS. The vol-
umetric soil water content is the volume of water in the
volume of soil (L3L�3) and yS is soil water content at
the full saturation of soil by water. In rigid soils is then
yS=P, porosity. Both equations are usually named
Darcy-Buckingham equations.

When the soil is modeled as the bundle of capillary
pores of variation of pore radii with radius size distribution
f(r) and when the laminar fluxes in individual capillaries
are summed then the model of relative unsaturated
conductivity is


KR ¼ yE
a


Rr
0
rbf ðrÞdr


R?
0
rbf ðrÞdr


2
6664


3
7775
g


where KR=K/KS, a, b represent tortuosity, and g is
assumed to express the pores connectivity (Mualem,
1976). When f(r)dr is approximated by dyE(h), i.e., by
the derivative of the soil water retention curve and for
the relation between the pore radius and the pressure head
(r= c/h), we obtain


KR ¼ yE
a


RyE
0


dyE
h yEð Þ½ �bR1


0


dyE
h yEð Þ½ �b


8>>><
>>>:


9>>>=
>>>;


g


among the various models of the soil water retention curve
h(yE) the most frequently used is the equation of van
Genuchten (1980)


yE ¼ 1


1þ a hj jð Þn½ �m


where a, n, m are empirical fitting parameters to the soil
water retention curve determined on the undisturbed soil
sample. The value of KR sinks in orders of magnitude
when the soil water content decreases, e.g., when its value
is lowered to the for plants still well available water con-
tent at h = �500 cm, then KR falls by about three orders
of magnitude in loams and to seven orders of magnitude
in sands.

Richards’ equation
The above Darcy–Buckingham equation of flux density is
fully applicable to steady unsaturated flow when Hq ¼ 0,
dq/dt = 0 and dy/dt = 0. In practical situations, unsteady
flow frequently exists with one of the conditions not ful-
filled. In these situations, two equations are needed to
describe the flux density and the rate of change of y in
time. The flux density is described by the Darcy–
Buckingham equation and the rate of filling or emptying
of the soil pores is described by the equation of continuity.
The final equation derived by Richards (1931) is
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provided that the soil is homogeneous on REV scale and
isotropic. In one-dimensional form for H= h+ z the above
equation becomes


@y
@t


¼ @


@z
KðhÞ@h


@z


� �
þ @K


@z


The equation is sometimes used as the Fokker–Planck


equation (Kutilek and Nielsen, 1994) either in the capaci-
tance form with water capacity CW = dy/dh (L�1)


CW
@h
@t


¼ @


@z
KðhÞ@h


@z


� �
þ @K


@z


or in the diffusivity form


@y
@t


¼ @


@z
D yð Þ@y


@z


� �
þ dK


dy
@y
@z


with the soil water diffusivity D (L2T�1)


D yð Þ ¼ K yð Þdh
dy
:


Preferential flow
The soil porous system is rarely homogeneous even on the
REV scale and rigid, with pore size distribution constant
and not dependent upon soil water content. Various types
of irregularities cause the existence of small domains with
a more rapid flow rates responsible for accelerated transport
of pollutants or pathogens and dispersed clay particles than
obtained by a simple application of the Richards’ equation.
This rapid flow is named preferential flow. It is realized in
four physically defined types (Kutilek et al., 2009):


1. Preferential flow in the structural domain containing
inter-pedal (inter-aggregate) pores, a subcategory of
capillary pores. Richards’ equation has been applied
for this domain in simulation models since the pores
belong to capillary pores. However, there is an indica-
tion that the flow in those pores could exist as transition
to flow defined in item 2. The fluxes are accelerated
when compared to fluxes in the matrix (intra-pedal)
pores, if infiltration and redistribution are considered.


2. Preferential flow in real macropores (or non-capillary
pores). Richards’ equation is not applicable. Kinematic
wave equation is mainly used. The fluxes are usually
accelerated evenwhen compared to fluxes due to item 1
(inter-pedal fluxes).


3. Preferential flow due to the unstable wetting front.
(a) Fingering, which occurs most frequently at the


interface of less permeable layer above more per-
meable layer. Solution by Richards’ equation
exists provided that the geometry of fingering is
defined. Rate of fluxes is comparable to item 1.


(b) Preferential flow due to irregularities in
hydrophility. It occurs when initial soil water con-
tent is below critical value. Rate of fluxes is com-
parable to item 1.

In the majority of instances, the flow in matrix system
of pores coexists with the flow in the structural system
of pores. In each of the domains the unsaturated conduc-
tivity is expressed by the equation where the pore size dis-
tribution function f(r)i belongs either to matrix pores with
i = 1 or to the structural pores with I = 2 and the unsatu-
rated conductivity is then composed of matrix conductiv-
ity K1 and of structural conductivity K2


K ¼ K1 þ K2:

Summary
Soil water flow is described by the application of the
Darcy’s equation. In soils fully saturated with water, a
constant hydraulic conductivity is defined. In unsaturated
soils, Darcy’s equation is modified by defining the unsat-
urated conductivity as a characteristic dependent upon
the partial saturation of soil pores by water. Unsaturated
conductivity is then no more a constant for the given soil.
Its value decreases up to by order of magnitude with the
decrease of soil water content. The governing equations
of the solution of the water transport and soil water content
change are partial differential equations. The existence
of different domains of soil pores leads to the existence
of bimodal or multimodal porous systems causing prefer-
ential flow.
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Definition
Soil water management can be defined as active involve-
ment in controlling soil water content at an optimal state
for all given purposes, including environmental needs.
An optimal state is often a compromise between compet-
ing uses and needs to account for long-term sustainability
of the soil water system.

Soil Water Management, Figure 1 Farmers at Godino are
working on an emergency drain of an over-irrigated field to
conduct excess water (Loiskandl, 2006).

Progression of soil water management
Endeavors to maintain soil water balance have a long tra-
dition and have been performed in many parts of the
world. The irrigation schemes of the Mesopotamian plain
are a well-documented example, but there is also evidence
that drainage measures – the counterpart to irrigation –
were undertaken in the same region. Lugalbanda, king of
Uruk, an early settlement at the river Euphrates in ancient
Mesopotamia ordered melioration of the swamps as a land
reclamation measure over a 50-year period (C. Wilcke,
Wiesbaden 1969, cited by Strommenger, 1980). In the
past, irrigation with saline or brackish water and neglected
drainage led to soil salinization; productive farmland had
to be abandoned and some early civilizations declined or
even disappeared (Evans and Fausey, 1999). Strictly
speaking, this was not sustainable soil water management
and until recently, water and soil were incorrectly consid-
ered as inexhaustible resources in many parts of the world.


It cannot be overemphasized that good drainage is an
indispensable requirement for irrigation practice as well.
As an example, an irrigated field in Ethiopia is highly at
risk of crop failure due to nonexisting drainage and there-
fore, farmers decided to dig an “emergency drain”
(Loiskandl 2006; Figure 1).


The beginning of modern landmanagement practices in
Central Europe (German “Kulturtechnik” = land prepara-
tion for agricultural and in a broader sense for human
use including infrastructure) can be dated with the works
of Dünkelberg (Kastanek, 1998). In the humid environ-
ment of his sphere of activity, the excess water was domi-
nant and hence soils were drained intensively. However,
he proposed the use of the drain systems for irrigation dur-
ing dry periods (Dünkelberg, 1865).


A recent way to control soil water in certain cases is the
application of soil additives. By mixing water retaining
particles with soil, the hydraulic properties of the substrate
should be improved and two hydrological effects should
be achieved: (1) minimization of seepage losses and
(2) reduction of evaporation, that is, water is kept in the
root zone for the productive use by plants.

In a changing world, due to climate change and human
interventions on land use, soil water management is still of
growing importance. Subsurface water (water in the
vadose zone and groundwater) forms the major volume
of terrestrial water resources. For soil water Gusev and
Novak (2007) distinguished three major functions in ter-
restrial ecosystems:


� Soil water is the most active link in the interchange of
continental waters.


� Soil water is an element of the global climatic system
(owing to its location at the atmosphere–lithosphere
interface, soil water notably contributes to the forma-
tion of climate).


� Soil water is the most important factor governing the
existence and development of the vegetation cover,
which is the basic link in the trophic chain of land
ecosystem.


To quantify the stress to which soil water is objected in an
indicator-based assessment (EEA, 2008), the following
key messages were delivered:


� Water retention capacity and soil moisture content will
be affected by rising temperatures and by a decline in
soil organic matter due to both climate change and
land-management changes.


� Projections (for 2070–2100) show a general reduction
in summer soil moisture over most of Europe, signifi-
cant reductions in the Mediterranean region, and
increases in the north-eastern part of Europe.


� Maintaining water retention capacity is important to
reduce the impacts of more frequent intense rainfall
and droughts.


Water in general, and soil water in particular, is funda-
mental to all life. It is vital to maintain its various functions
in an optimum and sustainable manner and to safeguard its
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use and protection. Modern soil water management has to
acknowledge this fact.


Management and soil water
Soil water management has to be seen in the frame of the
hydrological water cycle, especially when an integrated
approach is proposed. It takes place in that part of the
water cycle where water interacts with soil. In the hydro-
logical glossary of UNESCO (2009), watershed manage-
ment is defined as controlled use of drainage basins in
accordance with predetermined objectives. In a process
understanding, soil water is a subsystem of the hydrology
of a basin (Figure 2), and soil water management activities
are determined by the prevailing conditions and dynamics
in the system in which it is embedded.


Classical melioration is defined as a long-term measure
to maintain or to increase a higher productivity of the soil
to enable an easier agriculture and to protect the soil from
devastation and deterioration (Hunkeler et al., 1970).
Drainage can be defined as artificial or natural, surface
or subsurface dewatering with the aim to achieve
a sustainable soil water condition at a certain location,
whereas the Austrian standard ÖNORM B 2580 (ON,
1972) describes it as diversion of excessive soil water to
ensure a better soil structure und aeration. Technical
devices are required to control of soil water and are
a major topic of rural water systems management. This
classical approach is dominated by the planning and con-
struction of hydraulic structures. Soil water management
consists not only in technical measures, but aims to opti-
mize the utilization of water for all purposes. Such an inte-
grated water management approach is proposed by many
authors (e.g., Bouwer, 2000).Management has to take into
account that soil water governs the transport of solutes like
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nutrients and contaminants and influences chemical and
biological processes, hence water quality aspects are also
object of soil water management activities.


Agriculture and soil water
Agriculture may not be the most important user of soil
water in economic terms, but due to its impact on the envi-
ronment it is treated separately. Agricultural soil water
management comprises traditionally irrigation and
drainage.


In Europe, the purpose of water controlling has
changed in the last decades from an application for agri-
cultural production and purely technical measures to soil
water management as an integrated and multipurpose task.
Modern soil water management includes other elements
like land use, variation of tillage operations, and adapted
vegetation covers.


Good agricultural practice refers to establish optimum
soil water content, fertilizer application, plant protection,
soil conservation, and livestock production. Adequate
technology is required for a homogeneous distribution of
mineral or organic fertilizers. A combination of cover
cropping with reduced tillage, thereby leaving part or all
of the residues on the soil surface, is particularly
recommended to achieve an optimum control of surface
runoff losses and erosion.


A main concern of farmers in semiarid regions is the
additional water consumption of cover crops, which is
supposed to deplete soil water to the detriment of the
succeeding cash crops. However, it could be shown by
perennial monitoring of soil water dynamics under differ-
ent cover crops in a low-rainfall region of eastern Austria
that yield losses due to competition for soil water in the
crop rotation are an exception (Bodner et al., 2008). On
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the contrary, also bare soil can undergo high evaporation
losses during late summer and early autumn without pro-
viding the benefits of a plant covered field. Site character-
istics such as soil water storage capacity and rainfall
distribution have to be considered to accurately assess
the impact of cover crops on soil water dynamics. “Stor-
age driven” environments – i.e., climatic conditions with
a distinct minimum of precipitation in summer and soil
water storage in winter, making up a high percentage of
total cash crop water use – are more prone to result in yield
losses due to cover crop induced soil water depletion than
“input driven” ecosystems, where crop growth usually
relies on timely rainfall input during the vegetation period.


Reuse of water is a common practice in water-scarce
regions for a long time. The problems that have to be
solved in this context include available effluent flow, crop
water requirements, storage, chemical composition of the
treated wastewater (heavy metal and salt concentrations),
hygienic conditions, potential health risks, as well as
plant, soil, and groundwater protection.


In the dry areas, water, not land, is the limiting factor in
improving agricultural production. Appropriate measures
are irrigation or – where not enough water is available –
increasing of water productivity. It was shown by Oweis
and Hachum (2003) that substantial and sustainable
improvement in water productivity can only be achieved
through integrated farm resource management. In order
to increase plant available soil water, current policies look
at thewhole set of technical, institutional, managerial, legal
and operational activities required to plan, develop, operate
and manage the water resources system at all scale, i.e.,
farm, project, basin, and national scale, while considering
all sectors of the national economy that depend on water.


Economy and soil water
Long-term water storage – also referred to as water “bank-
ing” – is an option to remediate climate change impacts on
temporal rainfall distribution. Compared to storage basins,
underground storage of water has some advantages: it is
not related to a land loss and evaporation losses are
prevented. Using the word “banking” indicates that water
gets a value in an economic term. Pratt already (1994) intro-
duced the concept of water banking (Pratt, 1994), and
a working definition for it is provided by Singletary
(2009): water banking is a tool for leasing water for
a limited period of time on a voluntary basis between will-
ing water rights holders and users. It provides temporary
transfers of water entitlements based on how much water
a user needs and when it is needed without a permanent
change in water rights. The result is that an individual can
decide to lease water, based upon a personal perception of


� Operational needs
� Current market value of the water
� Risk involved in the transaction
� Market value of the crop or product requiring water


input
� Cost of the transaction

Saving or exchanging currency through monetary
banks is strictly a choice. Similarly, water banking is
strictly a choice. Water banking transactions take place
without the threat of outside coercion.


Legislation and soil water
Growing environmental concerns led to regional and
European regulations and consequently to the European
Water Framework Directive (WFD), which provides
a comprehensive legislative instrument. In this respect,
soil water protection is equal to groundwater protection
and is part of land use. Measures for groundwater protec-
tion are connected to the functioning of soil as buffer and
filter zone. As an immediate result, a code of good agricul-
tural practice which refers to fertilizers, plant protection,
soil conservation, and livestock production is defined
(BMLFUW, 2007). Adequate spreading technology and
homogeneous fertilizer distribution are required. Special
threshold values of heavy metal contents in mineral fertil-
izers are introduced and the application of liquid fertilizer
and liquid manure are allowed only on fallow land and if
runoff is not possible. If sewage sludge is applied
a certified quality has to be ensured.


The view of legislation on agricultural practices is
mostly negative as potential contaminator. The positive
aspects of nutrient supply into the agro-ecosystem for
securing soil fertility, increasing the organic matter not
only for agricultural productivity, but also for maintaining
the vital functions of soil as filter, buffer, gene reserve and
the role in carbon sequestration are often not seen alike.


Conclusions
Increasing pressure on the environment needs measures to
protect soil water in terms of quantity and quality. Soil
water management needs to be embedded in the bigger
frame of catchment resource management. Besides tradi-
tional hydro-melioration practices like irrigation and
drainage, other measures like tillage, cover cropping soil
amendments, crop rotation and plant adaptations
are equally important to keep the soil water content in an
optimal state.
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SOIL WATER POTENTIAL (PRESSURE, HEAD)


The amount of work that must be done per unit of
a specified quantity of pure water in order to transport
reversibly and isothermally an infinitesimal quantity of
water from a specified source to a specified destination.
If the specified quantity is volume, the potential is
referred to as pressure (Pa). If the specified quantity
is weight, the potential is referred to as head (m).
If the specified quantity is mass, the potential is the term
used (J kg�1).

See Soil Hydraulic Properties Affecting Root Water
Uptake
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SOIL WELDING


Soil welding is the formation of the solum of a ground soil
through a thin cover sediment and mergence with the
solum of a buried soil formed in a substratum material.
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Synonyms
Soil–plant–atmosphere system


Definition
Soil–plant–atmosphere continuum is the near-surface
environment in which water and energy transfer occurs
from soil through plants to the atmosphere.


Introduction
John Philip (Philip, 1966) was the first to use the phrase
“soil–plant–atmosphere continuum” (SPAC). According
to his concept, SPAC integrates all components (soil,
plant, animals, and the surrounding atmosphere) into
a dynamic system in which the various transport processes
involving energy and matter occur simultaneously.


The purpose of human activity in the areas being under
agricultural use is plant production. The main aim of utili-
zation of all agro-technical treatments is to create in the
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soil an optimal condition for plant growth and develop-
ment. This activity influences all constituents of SPAC.


The specific feature of soil–plant–atmosphere system
parameters is their time and space variability and biologi-
cal activity.


The soil system is composed of three major compo-
nents: solid particles (minerals and organic matter), water
with various dissolved chemicals, and air. The percentage
of these components varies greatly with soil texture and
structure. An active root system requires a delicate
balance between the three soil components; but the bal-
ance between the liquid and gas phases is most critical,
since it regulates root activity and plant growth process.
It is necessary to mention about soil biota, which defines
all organisms living within the soil. Soil organisms play
a key role in cycling nutrients, which in turn impacts soil
fertility and soil physical properties. They are also the
indicators of soil health.


The role of soil in the soil–plant–atmosphere contin-
uum is crucial. It is known that soil is not an essential fac-
tor for plant growth, and indeed plants can be grown
hydroponically just with the application of water with
proper fertilizers. However, usually plants are grown in
the soil and soil properties directly affect the availability
of water and nutrients to plants. Soil water affects plant
growth directly through its controlling effect on plant
water status and indirectly by its effect on oxygen avail-
ability through aeration, temperature variation, nutrient
transport, uptake, and transformation. The understanding
of these properties and processes is indispensable for irri-
gation system design and management.


Plants in SPAC play the role of water transmission from
soil to the atmosphere. Actually few stages of long-distance
translocation in plants are recognized, e.g., uptake of water
by root system and its transport across root to the xylem,
continued transport through xylem often several meters dis-
tance to the leafs and then transpiration. Some amount of
water takes part in biochemical reactions in plant and in
transport of assimilation products through phloem from
leaves to organs where assimilation products are utilized.


The problem of scale
Environmental processes, their intensity and direction,
originate from the basic processes of mass and energy
transfer like evaporation, diffusion, and heat transport.
These processes can be, in principle, described in a leaf
scale with accurate physical equations. Most of the practi-
cal models are defined in a large scale of landscape or
region. When scaling up the spatial coordinates, one is
forced to include the description of more and more hetero-
geneous objects, which makes the model intractable. The
way to solve this problem is hierarchical modeling of pro-
cesses in different scales.


There are several scales of practical interest defined
(Anderson et al., 2003):


� Leaf scale
� Plant scale

� Canopy scale
� Landscape scale
� Mesoscale


In each scale, processes and objects can be treated uni-
formly. Measurement data can be collected to provide
parameters for the models specific for certain scale. The
model results are then applied as part of input, or boundary
description, to a higher scale model. Thus, the chain of
hierarchical models allows spatial upscaling without loss
of details of lower scale objects.


This kind of coupled model structure allows to gain
reliable results for models like weather prediction model
or yield prediction model from detailed data gained on
a local scale.


Downscaling is also of practical interest. Remotely col-
lected data by satellite means carry a lot of information,
which in a sense is mixed due to the heterogeneity of area
envisioned in pixels. Multi-scale model framework can be
applied to support remote sensing data interpretation.


Soil–water–plant relationship
The soil is the main object that decides about water circu-
lation in biosphere. It is a distributor of water, i.e., it
receives and retains rainwater, transmits the water into
deeper layers supplying underground water, as well as
releases water into the atmosphere by evaporation and
transpiration. Soil hydrophysical characteristics play
a key role in the creation of plant growth conditions. They
determine water availability for plant root system and
water movement in soil profile.


Climatic factors such as air temperature, solar radiation,
and wind speed control soil temperature. Solar radiation
increases soil temperature, while other factors can cause
increase or decrease of soil temperature. Temperature of
soil under given conditions of thermal factors depends
on soil thermal parameters: heat capacity and heat conduc-
tivity. Soil thermal properties in natural conditions are
usually heterogeneous, and conditions of heat transfer
are different in different positions in soil profile. This
causes soil temperature spatial variability.


Water plays a crucial role in the process of plant growth,
which involves cell division and cell expansion. The latter
process occurs as each pair of divided cell imbibes water.
The resulting internal pressure, called turgor pressure,
stretches the elastic walls of the new cells, which thicken
on account of the deposition of newly synthesized material.


Various terms used to characterize the status of water in
different parts of the soil–plant–atmosphere system are
merely alternative expressions of the energy level or
potential of water. In order to describe the interlinked
processes of water transport throughout the soil–plant–
atmosphere continuum, one should evaluate the pertinent
components of water energy potential and their effective
gradients as they vary in space and time.


Soil water content and water potential, which is defined
as the potential energy of water per unit volume relative to
pure water in reference conditions gives the information
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about amount of water present in the root zone and its
availability for plants root system. Therefore, soil water
content along with soil water potential should both be con-
sidered when dealing with plant growth and irrigation. For
a specific soil, the soil water content and soil water poten-
tial are related to each other, and the soil water character-
istic curve provides a graphical representation of this
relationship.


The mechanisms of mass and energy transport in soil
include molecular liquid diffusion, molecular vapor diffu-
sion, capillary flow, convective transport, evaporation–
condensation processes together with latent heat flow,
pure hydrodynamic flow, and movement due to gravity.
It is necessary to refer to freezing-thawing processes,
which modify water transport through soil profile.


The mass flux is affected by the temperature and tem-
perature gradient due to temperature dependence of bound
water properties, as well as by the complicated pore net-
work, which is difficult to describe in a given soil. The
dominant mechanism under a specific set of conditions
in a particular material often does not exist, and it is more
likely that the mass and energy transport results from
a combination of mechanisms. Due to this inherent com-
plexity, theoretical models generally require assumptions
that limit their applicability and a lot of measurement to
verify them.


Water uptake by plants
A plant takes water mainly by the root system
(Baranowski et al., 2005). At the first stage of water trans-
port it finds its way along the root radius to the xylem, i.e.,
the bunch of conducting vessels. Then, water moves in
xylem towards leaves. It is evaporated through the cells
of mesophyll and cuticula and mainly through stomata
into the atmosphere. A part of water taken by the plant is
transported through phloem into cells, where the photo-
synthesis takes place.


Both passive and active water movement from the soil
into the plant are the result of transpiration into the atmo-
sphere. The passive process of water movement in the
soil–plant–atmosphere system occurs under intensive
transpiration. The intensity of transpiration is influenced
by the difference of water potential in the plant and the
water potential in the atmosphere. The water vapor poten-
tial in the atmosphere at the relative air humidity of 50% in
temperature of 20�C is �94.1 MPa. In plant leaves in the
same conditions, the water potential can reach values of
minus several MPa. Such large difference of potentials
confirms that the atmosphere is a huge “pump,” causing
the water movement from plants into the surrounding air.
Water losses in plants are compensated with water taken
from soil, depending on the difference of water potentials
between the soil and plant.


Water evaporates from plants by pores in the cell walls
of mesophyll and cuticula. In these pores, concavemenisci
are created as a result of surface tension. In this case, the
pressure lower than atmospheric arises, causing upward
water movement in the xylem of whole plant. The pressure

of capillary rise reaches the value of�3 MPa. It is a cohe-
sive mechanism of water uptake and conduction in plants.


The active water uptake and conduction in plants is
based on root pressure. The root pressure is the result of
water potential difference between the root xylem (higher
solution concentration) and the soil (lower concentration).
The osmotic movement is responsible for the water trans-
fer from soil into roots. In case of strong salinization, the
concentration of solution in the root can be much lower
than in the soil solution. Then, the plant cannot take the
soil water.


The soil water uptake can be hampered by the small
coefficient of soil water diffusion. Despite high difference
of water potentials in plant and soil, and therefore high
potential evapotranspiration, the rate of water flow in soil
towards roots can be too small, and the actual evapotrans-
piration can be strongly limited. Such situation leads to
plant water stress.


To explain the phenomenon of root pressure, many
models were created, in which the transition into particular
anatomical parts of the root, such as epidermis, endoder-
mis, or xylem are treated as semipermeable membranes.


Another attempt to explain water uptake and conduc-
tion in plants is the theory of graviosmosis. The plant
xylem is represented by a system of vertically placed com-
partments filled with solutions of various concentrations,
connected by horizontally oriented semipermeable mem-
branes. In this system, the graviosmosis force appears,
causing the vertical water movement.


The resistance theory of water transport is used in many
models of water flow in the soil–plant–atmosphere sys-
tem. According to this theory, the flux density of moving
water is proportional to the differences of water potential
between the succeeding elements of the system, and
inversely proportional to the resistance within these ele-
ments and at their interfaces. The resistance models are
constructed as analogs of electrical circuits, and the role
of resistors is played by water transport barriers, whereas
the role of capacitors by the elements of water storage.
In Figure 1, the water movement from the groundwater
level through the plant into the atmosphere as well as
accompanying resistances are presented. The groundwater
enters into the unsaturated zone due the capillary rise. In
this zone, water movement takes place in various direc-
tions, depending on the soil water potential gradients.
The properties of the soil matrix, such as bulk density of
the solid phase, grain size distribution, mineralogical and
aggregate composition, water content, and water potential
determine soil resistance for water transport in the root
direction.


The root resistance for water transport is determined by
intrinsic root structure which between others influences
water potential in root. The resistance of the soil–root
interface influences water potential difference in it as well
as the quality of the soil–root contact, which is especially
important in case of swelling and shrinking soils.


In plants, water is conducted by bunches of conducting
vessels. In fact, they are the passive elements of the water
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transport, and the resistance of the conducting vessels has
an impact on the root pressure and the water potential in
leaves. In a special case of some plants, where the root
pressure occurs and simultaneously the water potential in
leaves is equal to zero, which place under the relative air
humidity close to 100%, water flows out on the plant’s
surface. This phenomenon is called guttation.


The resistance of the boundary layer includes the resis-
tance for the water vapor transfer from the inside of the
stoma chamber to the outside, which determines the pres-
sure difference within the stoma chamber and on the leaf’s
surface, and the aerodynamic resistance of the air which
has an effect on the water vapor pressure difference on
the leaf’s surface and in the atmosphere. The aerodynamic
resistance depends on wind speed, atmospheric stability
over the plant cover, and the architecture of the crop (its
height and roughness).

Gas exchange in SPAC
It is generally agreed that soils play an important role in
gaseous exchange and water and matter dynamics in ter-
restrial ecosystems. Much experimental work has been
undertaken in the last few years in attempts to quantify
the emission of greenhouse gases in terrestrial ecosystems
and to identify the key factors that govern them. However,

fluxes vary greatly between ecosystems, and are often sub-
ject to great spatial and temporal variations within ecosys-
tems. Consequently, there is an essential role for modeling,
to scale-up observations made on relatively small areas to
larger regions and ultimately to global level, and also to be
able to predict the effects of environmental changes and
changes in land management on future emissions.


The main components of soil oxygen demand are the
microbial respiration of soil and the respiration of plant
roots (Stępniewski et al., 2005). The contribution of the
respiration of mezofauna as well as the contribution of
chemical reactions is considered to be negligible and is
usually neglected in models. Thus, the soil oxygen
demand is used as synonymous for the soil respiration
rate. Soil respiration rate is often expressed also as
carbon dioxide production, as under aerobic respiration
consumption of oxygen by volume is equivalent to that
of carbon dioxide produced. The intensity of root respira-
tion is usually higher by two orders of magnitude com-
pared to the soil microbial respiration. Thus, the roots
present themselves as linear objects of high oxygen
demand on the background of the much less active soil
matrix. Soil oxygen demand decreases with soil depth
because both its components, i.e., microbial respiration
and root density (and thus root respiration), decrease
with depth.
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Details of mass flux in SPAC
There is still a limited knowledge about mass flux details
in SPAC and especially in plants. New investigations clar-
ify some topics. Schroll and Kuehn (2004) developed
a method and test system for determination of mass bal-
ance for organic compounds marked with isotope C14 in
SPAC. Their experiment applies a lysimeter for the deter-
mination of C14 flux thus concluding the soil or the plant
as the source of carbon in the flux. The stable oxygen iso-
topes were tracked to provide information on water use in
walnut trees in paper (Lauteri et al., 2006). Analysis of
concurrence conditions in a complex canopy is provided.
Another attempt to investigate iodine isotope fate in plant
is shown in Muramatsu et al., (1995) where the transfer
factors of iodine were widely varied dependent on the
plant type. Accumulation effects were discovered for the
different plants in leaves. An important aspect of chemical
compounds movement in the SPAC is phyto-remediation.
Ouyang (2002) analyzed the fate of 1,4-dioxane with the
application of SPAC idea with the application of model
for coupled transport and accumulation of this pollutant.
It comes out again that lives are very important in the accu-
mulation of various pollutants.


Water and heat balance
The heat balance that includes radiation usually refers to
a layer of the medium at the boundary with the atmosphere
(water, soil, plant cover). Theoretically, it can be infinitely
thin or it can have a specific thickness, e.g., corresponding
to the thickness of plant cover. To express the basic pro-
cesses of energy exchange in the system, the following
form of the heat balance equation is used.


Rn � L � E � H þ Lp � Fp � Gþ Ah ¼ @W
@ t


where Rn is the net radiative flux density at the upper sur-
face of the layer (W m�2), H is the sensible heat flux
density (W m�2), G is the density of the heat flux in the
soil (W m�2), L is the latent heat of vaporization
(2,448,000 J kg�1), E is the water vapor flux density
(kg m�2 s�1), Lp is the thermal conversion factor for fixa-
tion of CO2 (J kg


�1),Fp is the specific flux of CO2 (kgm
�2


s�1), An is the energy advection into the layer expressed as
specific flux (W m�2), @W@ t is the rate of change in energy
storage per unit area in the layer (W m�2).


Depending on the application, some components of this
equation may be relatively less important and can be omit-
ted. The most frequently used form of the heat balance
equation takes into account four quantities: L· E, H, Rn,
and G.


The methods, which are based on the heat balance
equation, assume one component of this equation as the
unknown (usually it is L· E or H ) and determine other
components by direct or indirect methods.


A qualitatively new approach towards the problem of
evapotranspiration determination with the use of the heat
balance method was developed to measure remotely the

evaporating surface temperature. The radiation tempera-
ture, measured by remote sensing instruments with high
accuracy and for large areas, creates an opportunity to
modify the heat balance method to apply it for regional
scale. The sensible heat flux, expressing the transport of
heat energy from the evaporating surface into the atmo-
sphere, is proportional to the difference of the air temper-
ature at some level and the temperature of the studied
surface.


Modeling of mass and energy transfer in SPAC
For the description of physical processes taking place in
the SPAC, the constitutive physical equations are used,
expressing the laws of momentum, mass, and energy con-
servation. The equations resulting from the conservation
laws, describing a chosen phenomenon in this system,
e.g., transport of water, salt and heat in the soil, soil defor-
mation and stress as a result of reaction of wheels and
working parts of machines and cultivation tools, need for
their solution, the knowledge of transport coefficients
characterizing the investigated object. Furthermore, for
the proper verification of the solution of the applied equa-
tion, the knowledge of the dynamics of a studied physical
quantity is indispensable, e.g., the dynamics of soil water
content, salinity, gases and temperature, agro-climatic
parameters such as amount of rainfall, radiation, air
humidity, and temperature. Therefore, it is necessary to
monitor the parameters of the investigated systems.


For modeling of mass and energy transport in SPAC,
different transport processes should be taken into consid-
eration occurring in soil as porous medium, in plants on
short and long distances and from plants to ambient
atmosphere.


Modeling processes taking place in the soil profile is an
important and difficult task due to many transport pro-
cesses occurring simultaneously and interacting with each
other. These processes, among others, are transport of liq-
uid water and water vapor, heat, soil air, dissolved salts
and others chemicals. Which processes we are to consider
depends on physical problem one wants to solve.


The common mathematical and physical framework
for describing multicomponent and multiphase transport
in porous medium is the linear thermodynamics of
nonequilibrium processes. The partial differential equa-
tions, which describe such processes after several
simplifications, are in general of the advection–diffusion
nonlinear type with source terms.


The transport of water and heat are the basic processes,
which must be taken into consideration almost indepen-
dently apart from physical problem one is solving. Soil
physical parameters depend on water content and/or tem-
perature, whereas nonisothermal conditions in the soil
influence nearly all the transport phenomena in the soil.


Water transport is described by Richard’s equation of
the form:


CwðhÞ@h
@t


¼ H KðhÞH h� zð Þð Þ
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where h is a pressure head mH2O½ �, z is a distance from ref-
erence level, positive downward m½ �, CwðhÞ 	 @y


@h is a soil
water differential capacity function m�1½ �, y is volumetric
soil water content m3 m�3½ �, K(h) is an unsaturated
hydraulic conductivity function m s�1½ �.


The heat transport in soil occurs due to heat conduction
and radiation. The heat flux caused by these phenomena is
proportional to the gradient of soil temperature. The mean
heat conductivity function describes soil heat transport
properties. But apart from conduction and radiation, there
may be also the convective heat transport, caused by liquid
soil water migrating through the soil [4,5,8].


The equation which takes into account that transport
phenomena has the form:


CvðhÞ@T
@t


¼ H l h; Tð ÞHTð Þ � clwrlw~q � HT


where Cv(h) is a volumetric heat capacity (J m�3 �C�1)T
is a temperature lðhÞ is the soil conductivity
(W m�1 �C�1)clw is a specific heat of liquid water
(J kg�1 �C�1)rlw is a liquid water density (kg m�3)The
~q is Darcy velocity described by equation


~q 	 KðhÞH h� zð Þ
which expresses the soil water movement velocity.


Summary
The concept of SPAC recognizing soil–plant–atmosphere
system as integrated, dynamic system of all constituents,
including living entities is widely accepted as way of
understanding the system. In this sense, all the constitu-
ents and processes in the system should be considered
together as embedded in it, interconnected mutually, and
dependent of each other. Dynamic properties of each part
of the system influence all other parts. Constituents and
processes may be considered on various time or space
scales. Mathematical description on different scales can
vary according to the importance of constituents and pro-
cesses at a given scale.
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Synonyms
Off-road wheel locomotion; Soil–tire interactions


Definition
Soil–wheel interactions are action and reaction relations
between two contacting bodies – soil and a wheel – that
occur during off-road locomotion and are foundations
for the evaluation of the performance of wheeled vehicles.


Introduction
In agricultural operations in natural open fields, soil is
a working material that is often encountered, the types of
which are classifiable from clay to sand depending on
the particle size distribution. In fact, softening of soil is
the main purpose of tillage work. For agricultural vehicles,
however, the capability of locomotion should be
maintained in all soil conditions at the time of machinery
operations. This kind of off-road wheel locomotion is
often observed not only in agricultural vehicles but
also in construction and military vehicles on earth and
in extraterrestrial exploration vehicles. In principle, the
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performance of wheeled vehicles depends on the contact
mechanics at soil–wheel interfaces, where normal and
tangential reactions play an important role. The analysis
of contact interactions in relation with off-road vehicle
performance is called terramechanics, which originated
from rational studies by Bekker (1956, 1960). However,
terramechanics belongs to typical nonlinear problems, in
which the shape of the contact surface as well as the con-
tact reaction can be determined only after the contact of
two bodies – the soil and a wheel. Consequently,
a simplification procedure should be applied to solve such
problems approximately to reach an engineering solution.
Two mathematical expressions of contact reactions –
namely pressure–sinkage relations and shear stress–shear
displacement relations – were introduced into the soil–
wheel interface with the a priori assumption of the contact
surface, which is now known as the semiempirical method
(Wong, 1989). Moreover, further intensive studies of
this framework have realized the development of a
computer-aided performance prediction model for off-
road vehicles based on the semiempirical method (Wong,
1989; Wong, 2008). Regarding numerical methods for
soil–wheel interactions, the discrete element method
(DEM) has recently become popular in performance anal-
ysis of wheels for off-road locomotion with various tread
patterns (e.g., Oida and Ohkubo, 2000). For simplicity,
the following explanation is limited to two dimensions
unless otherwise stated.

Semiempirical model of soil–wheel interactions
The semiempirical method proposed by Bekker has con-
tributed considerably to the understanding of soil–wheel
interactions by introducing mathematical expressions for
pressure–sinkage and shear stress–shear displacement
relations on a simple contact interface with experimental
identification of parameters used in those expressions.


The pressure p in the pressure–sinkage relations might
be understood as the contact pressure at the lowest wheel
sinkage, which can be expressed as the given wheel con-
tact load over a horizontally projected contact area, and
which is a function of sinkage z to the n-th power, namely
p = keq z


n, where keq = kc/b + kf (Wong, 1989). Parameters
kc, kf, and n are obtained from measurement data using
a Bevameter; b is the smallest width of a plate used in
the measurements (Bekker, 1960). Moreover, the pres-
sure distribution at the soil–wheel contact interface is
assumed to be the same as the normal stress distribution
over the contact length of the wheel as a function of sink-
age. Therefore, for any value of parameter n, the maxi-
mum contact pressure is always generated at the largest
wheel sinkage, or at the bottom dead center of a rigid
wheel, as far as the pressure–sinkage relation is
concerned. It is noteworthy that previously reported
experimental results exhibited no such behavior and that
the peak of contact pressure was generally observed
before the bottom dead center of the wheel (e.g., Onafeko
and Reece, 1967).

Shear stress–shear displacement relations were first
incorporated from the response of a damping vibration
model with explicit overshoot, or hump, behavior to
express the brittle soil response. However, because of the
difficulty in its use and because of the fact that plastic soils
show rather monotonous response of shear stress without
overshooting, a simpler and more useful exponential
expression presented by Janosi and Hanamoto (1961),
t/tmax = 1 � exp(�j/K), has become popular to character-
ize the shear stress–shear displacement relation. In that
equation, K is the shear deformation modulus, and tmax
is the maximum shear strength, which might be expressed
as tmax = c + p tan f using the Mohr–Coulomb equation,
where c signifies cohesion and f denotes the angle of
internal friction. The shear strength of soil depends on
the loading condition. Therefore, the deviation of shear
stress–shear displacement curves was introduced as
a function of the applied normal contact stress p at the
soil–wheel interface to connect two separate relations
(Wong, 1989).


Although the semiempirical method depends on the
assumption of two simple relations and although there
exist different behaviors of the pressure–sinkage relation
as evidenced from the experimental observations stated
above, the analysis of traction performance for an off-road
wheel using this method has been updated for use as
a practical tool in terramechanics (e.g., Wong and Asnani,
2008).

Recent developments in traction analysis
Wheel performance depends on the wheel’s surface condi-
tion as well as soil properties such as the soil shear
strength. A lug-patterned wheel, called a lugged wheel,
is generally assumed as a basic model for off-road wheels.
Various tread patterns on a wheel might also be introduced
depending on the mission of off-road vehicles for a given
terrain condition. With improved performance of com-
puters, numerical methods have been applied increasingly
to various interaction problems in terramechanics. Among
others, the discrete element method (DEM) developed by
Cundall and Strack (1979) has become popular for ana-
lyses of lugged wheel performance on off-road terrain
because the action of the tread pattern can be modeled eas-
ily using DEM. In DEM, virtual elements of a circle (Oida
and Ohkubo, 2000; Nakashima et al., 2007), sphere
(Horner et al., 2001), ellipsoid (Hopkins et al., 2008),
clumped circles (Asaf et al., 2006), or other shape might
be used as the soil element. Contact reactions between soil
elements and between soil and wheel elements can be
expressed simply as a parallel-connected linear spring
and damper system in normal and tangential directions.
Alternatively, nonlinear expressions such as the normal
contact model of Hertz (Johnson, 1987) or the Mindlin–
Deresiewicz tangential contact model (Mindlin and
Deresiewicz, 1953) might be introduced. Coulomb fric-
tion is also installed in a tangential direction. Moreover,
a tensile spring might be added to express the cohesive
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effect between soil elements for analyses of cohesive soil–
wheel interactions. Once all contact reactions are
obtained, the equations of motion are constructed for all
DEs; they are then integrated explicitly with a stable time
step to obtain updated accelerations, velocities, and dis-
placements. Parameters used in DEM must be prepared,
but they cannot be determined through experiments
because the radii of soil elements are usually larger than
those of the soil particles.


Traction analysis of wheels using DEM is usually
conducted as follows: (1) generation of discrete elements
and consolidation of soil elements by their own weight,
(2) free sinkage of wheel on soil elements until the vertical
contact load condition is satisfied, and (3) wheel travel
analysis with a given drawbar load condition. Figure 1
portrays a typical soil–wheel interface in the wheel loco-
motion by DEM. To maintain simplicity, the tread pattern
on the wheel surface is not presented in the figure.


For analysis of wheel performance using DEM, the
gross tractive effort H of the wheel is calculated as the
summation of all positive components of contact reactions
at contacting wheel and soil elements. The running resis-
tance Rr of the wheel is obtainable as the summation of
all negative components of contact reactions. Then, the
net traction Pn of wheel is calculable as Pn = H�Rr (Oida
and Ohkubo, 2000; Nakashima et al., 2007). The net trac-
tion Pn equals the drawbar load P shown in the figure. The
expression of tread patterns can be realized by additional
virtual small discrete elements embedded into the wheel
rim surface (Nakashima et al., 2007). The result of DEM
in general shows vibratory behavior of data. It should be
averaged to obtain the required traction-related interac-
tions at soil–wheel interfaces. The accuracy of analysis
by DEM must be verified through precise experiments to
assess the common conditions between experiments and
simulations. For necessary verifications, the recent devel-
opment of small force sensors is expected to contribute to
such measurement of local normal and tangential contact
reactions on the contact surface of a wheel or tire running
on soil (Kasetani et al., 2010).

Summary
Soil–wheel interactions were analyzed traditionally using
semiempirical methods from an engineering perspective.
The development of computer capabilities will surely
contribute to a deeper understanding of soil–wheel interac-
tions. Moreover, it seems clear that not only conventional
conditions but also some extended conditions related to
soil–wheel interactions are solvable using such numerical
methods as the discrete elementmethod. Through these para-
metric analyses, we will be able to construct a new perspec-
tive for innovative running devices that might yield higher
traction performances than conventional wheel systems.
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Synonyms
Soil disinfestation; Soil pasteurization

Definitions
Soilborne pathogens. Soil-dwelling organisms (e.g.,
fungi, bacteria, or nematodes), which attack the roots of
host plants and cause damage.
Root diseases. Malfunction in plant development and pro-
duction caused by soilborne pathogens.
Disease control. Management of plant malfunction that
aims at killing the pathogen or suppressing its activity,
hence resulting in reduced disease incidence or severity.

Introduction: soilborne diseases and their
control (management)
Soilborne pathogens (fungi, bacteria, nematodes) cause
plant diseases, and consequently severe losses, in all major
economic crops. These pathogens live in the soil and are
therefore affected by the soil’s physical, chemical, and
biological characteristics, as well as by the agricultural
practices applied to it, for example, irrigation, fertilization,
and tillage. The close connection between soilborne path-
ogens and soil, their natural habitat, complicates their con-
trol, since it is difficult to reach all of the propagules at all
soil sites. The basic principle of root-disease control is to
manipulate or interfere with the interactions between path-
ogen, host, and their biotic and abiotic environments, in
order to achieve an economic reduction in disease. The
basic means used to achieve this goal are chemical, phys-
ical, biological, and cultural. There is increasing public
concern over environmental pollution by pesticides. Con-
sequently, there is increasing interest in physical methods
of disease control which do not pollute the environment
with chemicals. However, their use may involve problems
of safety, energy transfer, technology, and cost.

Soil disinfestation in its present form was established at
the end of the nineteenth century. Two approaches were
developed at that time: chemical, for example, the use of
fumigants, and physical, for example, soil steaming. It
was only about 100 years later that a third approach for
soil disinfestation – soil solarization, which involves
heating the soil by solar energy – was developed. The
amount of time taken for this third approach to emerge
emphasizes the difficulties involved in introducing new
approaches for soil disinfestation. Chemical soil disinfes-
tation, which is still the major soil-disinfestation practice,
is not the focus of this entry and will therefore not be
discussed.


Soil disinfestation involves the use of drastic means
to treat the soil (Katan, 1984; Tjamos et al., 1999). It is
carried out before planting, and is aimed at maximal
reduction of the pathogen population in the soil to the
desired soil depth (30–50 cm in soil or 10–20 cm in
soilless culture). Soil disinfestation should create minimal
disturbance of the biological equilibrium as a whole
(especially beneficial microorganisms), and minimal
changes in the soil’s chemical or physical properties.
Moreover, the control agent, or its decomposition prod-
uct, has to dissipate before planting to avoid harmful
residual effects. The execution of soil disinfestation is
sophisticated and expensive, but it is also an effective
method of eradicating soilborne pathogens, as well as
other pests, for example, soil arthropods and weeds. Soil
disinfestation was initially developed only for the control
of harmful biotic agents. However, later on, its effects
on abiotic soil components, for example, improvement
of the plant’s mineral nutrition status, were reported
(Chen et al., 1991 and see further on). Although soil disin-
festation should control a wide spectrum of soilborne
pests, it does not protect the soil against contamination
from outside sources once the disinfestation effect has
ceased. Hence, a supplementary step needs to be taken,
following soil disinfestation and during crop production
to avoid reinfestation by soilborne pests from outside
sources.

Physical methods of soil disinfestation: soil
heating
The main approaches to disinfesting soil, which involve
the utilization of heat energy in the form of hot water
are the application of steam or flooding the soil with
hot water. Heating the soil by applying hot air or micro-
wave radiation has also been tested, but commercial
implementation is questionable. Steam sterilization
consists of applying pressurized steam under a mulched
cover, and its penetration to the depth of the cultivation
layer (Baker, 1962; McGovern and McSorley, 1997).
Steam disinfestation is very expensive as it consumes
a high rate of energy (fuel), and involves expensive
and sophisticated machinery. In sandy soils, penetration
of the steam to deep soil layers requires a sucking infra-
structure which is buried in the soil as a permanent
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Figure 1 The daily course of soil heating by polyethylene
(solarization) at three soil depths, as compared to nonsolarized
(no mulch) soil at a depth of 10 cm. Typical results obtained
during July–August in Rehovot, Israel.
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component of the greenhouse. Furthermore, the capacity
of this process is low, enabling its application only on
a small-farm scale.


Hot water treatment consists of a similar energy of
water heating, but to a much lower water temperature.
This soil-disinfestation approach consists of pouring
water at a temperature of 70–95�C on the soil. Hot water
treatment was developed in Japan, where it showed high
control efficacy of fungal and bacterial pathogens and
nematodes down to a soil depth of 30 cm (Nishi et al.,
2003). However, the use of this approach did not expand
beyond that country. The practical aspects of steam disin-
festation (energy consumption, equipment, etc.) also
apply to hot water treatment.


Attempts have been made to utilize electromagnetic
energy as a means for dry heating. However, the energy
and time needed to achieve pathogen control makes this
approach impractical for soil disinfestation.


Soil solarization
Soil solarization in its present form for soil disinfestation
was first described and reported in 1976 (Katan et al.,
1976). Solarization consists of using solar energy to ele-
vate soil temperatures by mulching a wet soil with trans-
parent polyethylene under the appropriate climatic
conditions (hot season with high solar irradiation). The
heated soil kills soilborne pests, improves plant health
and consequently, increases crop yield. This process has
also been variously referred to as: solar heating of the soil,
solar pasteurization, and solar disinfestation. However, the
term “soil solarization” is the accepted and most widely
used term.


Soil solarization can be carried out directly in the open
field or in the greenhouse. Solar heating results in rela-
tively mild temperatures, as compared to artificial and
intense heating methods which are usually carried out at
70–100�C. The principles of soil solarization have been
described in detail in many reviews and books (e.g.,
Katan, 1981; Katan and DeVay, 1991; McGovern and
McSorley, 1997; Stapleton, 2000; Gamliel and Katan,
2009) and are summarized as follows:


1. Solar heating elevates soil temperatures through
repeated daily cycles. At increasing soil depths, the
maximal temperatures are lower than in the upper
layers. In the deep layers, the maximal temperature is
achieved later in the day, but it is maintained for longer
periods (Figure 1).


2. The best time for mulching the soil and applying soil
solarization relies on the appropriate climatic condi-
tions, that is, periods of high temperature and extended
daylight. These can be determined experimentally by
tarping the soil and measuring the temperatures at var-
ious depths. Meteorological data from previous years
and predictive models (see further on) are very useful
in this decision-making process.


3. Adequate soil moisture during solarization is crucial.
The water in the soil enables heat transfer, increases

the thermal sensitivity of the target organisms, and
enables biological activity during solarization.


4. Proper preparation of a soil for planting is essential
since after plastic removal, the soil should not be dis-
turbed, in order to avoid recontamination.


5. The soil is mulched with thin, transparent sheets of
polyethylene or other plastic material for 3–6 weeks.
Mulching the soil in a closed greenhouse (glass or plas-
tic) further improves soil heating. Novel technologies,
such as the use of sprayable plastics (Gamliel et al.,
2001), can enable plastic mulching of the soil in
large-scale areas such as for field crops.


6. Solarization alters the chemical, physical, and biologi-
cal properties of the soil, which further affects pest con-
trol and may benefit plant growth and yield (Chen
et al., 1991).


Under appropriate conditions,many soilborne pathogens,
such as fungi (e.g., Verticillium, Fusarium, Phytophthora,
Pythium, Pyrenochaeta), nematodes (e.g., Pratylenchus
and Ditylenchus), and bacteria (e.g., Clavibacter
michiganensis), as well as a variety of weeds, especially
annuals, are controlled by solarization and consequently,
yields increase.


As with any soil-disinfestation method, soil solariza-
tion has its advantages and limitations. It is
a nonchemical method that has less drastic effects on the
biotic and abiotic components of the soil. Nevertheless,
the possibility of negative side effects should not be
ignored. Soil solarization is very simple to apply and it is
frequently less expensive than chemical disinfestation.
The limitations of this method stem from its dependence
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on appropriate climatic conditions: it can only be used in
certain climatic regions and during limited periods of the
year. In addition, during the solarization process (3–6
weeks), the soil remains without a crop. Nevertheless, this
method has attracted many researchers from over 60 coun-
tries (Gamliel and Katan, 2009) and it is also used by
farmers, especially in combination with other methods. It
has been commercially adopted and is currently being
used in Israel, Jordan, Greece, Turkey, Spain and Latin
American countries, among others.


Physical principles
The principles of soil heating and the energy balance of
bare and mulched soils have been described in various
publications (e.g., Mahrer, 1991). The main factors
involved in soil heating are climatic (e.g., solar radiation,
air temperature, air humidity, and wind speed), soil prop-
erties, and photometric and physical characteristics of
the mulch. The fluxes of energy that have to be considered
are:


Rg Global radiation (waveband of approximately
0.3–4 mm)


RL Atmospheric (long-wave) radiation (waveband of
approximately 4–80 mm)


S Conduction of heat in the soil (soil heat flux)
H Vertical heat exchanges with the air enclosed between


the mulch and soil by conduction and with the sur-
rounding air by convection (sensible heat flux)


E Condensation and evaporation of water (latent heat
flux)


The two basic equations describing the energy balance
of bare and mulched soils, respectively, are:


Rsn þ RLn � H � E � S ¼ 0 (1)


R þ R � H � E � S ¼ 0 (2)

snm Lnm m m m


where subscript m stands for mulched soil and Rsn and RLn
are the net fluxes of short- and long-wave radiation at the
bare soil surface, respectively; S, H, E are soil heat flux,
vertical heat exchanges, and condensation and evapora-
tion of water, respectively.


Using these equations, a one-dimensional numerical
model to predict the diurnal cycle of soil temperature in
mulched and bare soils was developed, with good agree-
ment between observed and predicted soil temperatures.
Calculations showed that increased soil temperature in
wet mulched soil is mainly due to a reduction in heat loss
through sensible and latent heat fluxes during the day, and
partially due to the greenhouse effect of the wet cover
(owing to the formation of small water droplets on its inner
surface). A model suitable for humid areas was described
(Wu et al., 1996).


Application
Continuous mulch is desirable for effective soil solariza-
tion as it enables effective disinfestation of a wide area

and also improves control efficacy and reduces soil
reinfestation. However, strip solarization applied to raised
beds also increases soil temperatures and results in effec-
tive pathogen control under appropriate conditions. More-
over, relatively small plots can be covered manually. The
edges of the sheet should be firmly embedded in the soil,
while ensuring film tightness. For relatively small plots,
a continuous plastic covering can be achieved by manu-
ally anchoring the edge of two adjacent sheets together
in one furrow (Grinstein and Hetzroni, 1991). Mechanized
plastic mulch is preferred and used in large plots. It is
applied essentially as soil fumigation is performed. The
tarp-laying machine unrolls plastic strips (2–4 m width),
each of which is anchored to the soil on one side and
connected to the other sheet by means of glue or welding.
Sheet glue is moist and is sprayed in a 5- to 8-cm strip
along the edge of the previously laid sheet near the border
of the anchored area. Since solarization requires
a minimum period of 30 days, the glue has to be long-last-
ing. In recent years, suitable glues have been developed
and are used for continuous mulching. An alternative sys-
tem to weld polyethylene sheets together was developed
in Israel (Grinstein and Hetzroni, 1991): sheet fusing is
accomplished with hot air streams, emitted from
a combustion chamber and directed onto the plastic sheets.


Sprayable polymers offer a feasible and cost-effective
alternative to plastic tarps for soil solarization. The plas-
tic-based polymers are sprayed on the soil surface in the
desired quantity and form a membrane film, which main-
tains its integrity in soil and elevates soil temperature.
Nevertheless, the formed membrane is porous, allowing
overhead irrigation. The soil-heating process with
sprayable mulch is faster than that with plastic film, but
the soil also cools down to lower temperatures at night.
The thickness of the sprayed coat is critical to obtaining
effective heating mulch. Soil solarization using sprayable
mulches was shown to be effective at controlling
Verticillium wilt and potato scab in potato (Gamliel
et al., 2001). The level of control was as effective as that
achieved by solarization using plastic films. Nevertheless,
the use of sprayable polymers needs to be further
improved.


Another application of soil solarization is structural
solarization for controlling pathogens and other pests
remaining in the greenhouse structure (Shlevin et al.,
2003). This is accomplished by closing the greenhouse
between crops and during the hot season. The tempera-
tures are raised to 60�C and higher, resulting in pest con-
trol, namely, sanitation. A model simulating the heating
process under structural solarization has been developed
(Shlevin et al., 2003).

Concluding remarks
Soil disinfestation for controlling soilborne pathogens is
much needed for an ever-growing world population. How-
ever, there is an urgent need to replace the widely used
polluting fumigants with environmentally acceptable
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methods. Physical methods can meet this demand, but so
far their use has been limited. To further expand their
use, we have to further improve their effectiveness in pest
control and methods of application in an attempt to reduce
their cost and make them economically acceptable.
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Synonyms
Solar dehydration; Sun drying


Definition
The solar drying of different grains, fruits, vegetables, and
other materials of biological origin plays an important role
in influencing energy savings, quality of end-products,
and environmental impacts. There is a number of drying
methods currently available, but it is worth taking into
account the technical and economical benefits of solar
drying, with the substantial number of commercially
available solar dryers in operation today. However, for
some special cases, individually designed solar dryers
have also been developed. The applicable temperature
range and energy requirement for moisture removal are
the most important parameters in designing a safe and
cost-effective drying system. During the drying of biolog-
ical materials, the solar-assisted preheating of drying air
fits to such requirements.


Introduction
There is no doubt that using solar energy is a promising
solution in attaining the technical, economical, and envi-
ronmental demands raised in the course of a drying pro-
cess. For this reason, several new approaches in the
application of dryers and biological materials are under
development in order to produce a high quality of product
at competitive cost. The new approaches include design-
ing of new type of solar dryers, revising of existed
traditional dryers with solar preheating unit and use the
multipurpose operation of solar units. For example, dried
material cases can be as barley, rice, peach, apple, grape,
plum, cherry, blackthorn, pineapple, carrot, onion, chili,
tomato, pegaga leaf, hay, tobacco, timber, fish sardines,
and shark fillets. The feasibility of solar drying must
include several additional factors, such as local climate,
variety of biological materials, the amount of material to
be dried, etc. In addition to the practical issues, the
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research and development priorities in solar drying fall
into similar directions.


Solar grain drying
The traditional use of solar energy for grain drying is in
a forced convection heated air system. A small-scale solar
dryer can be used effectively for drying of various agricul-
tural crops (Farkas, 2004, 2008). A design method for
sizing solar-assisted crop-drying systems and assessing
the combination of solar collector area and auxiliary
energy needs that meets the load. Two empirical correla-
tions were compared for their use with high thermal inertia
solar collectors, which are cheap and adequate in rural
areas. The grain drying with partial air heating by solar
energy can provide an annual economy of about 30% in
the fuel consumption (Santos et al., 2004).


Solar fruit drying
There are several types and sizes of fruit that often need to
be handled together during the drying process, using the
same equipment. For that purpose, a modular solar tray
dryer was designed (Farkas, 2004, 2008). Two basic vari-
ations were considered of which one is a surface dryer,
the other one is a batch or “overflowing” solution. The
modular construction of a dryer means that the equipment
does not need to contain all of its parts for operation.
It can be used with or without the solar collector, with nat-
ural (without fan) or forced airflow. The dryer has four
main sections: a drying chamber with different trays,
a photovoltaic (PV) module, a grid connected fan, and
a solar collector unit. With a modular construction, the
dryer can be operated with natural ventilation by ambient
air, artificial ventilation of ambient air with PV module,
artificial ventilation of collector preheated air, and com-
bined uses as well. During the drying experiments, several
types of fruit were tested, e.g., grape, peach, plum, cherry,
and blackthorn. Carrot and apple in the same solar dryer
have been studied in order to evaluate the weight losses
during the drying period and to present the temperature
and moisture content distributions in the modular solar
dryer (Romano et al., 2009).


A hybrid solar dryer has been constructed relying on
solar energy to heat forced airflow for drying fruits (Amer
et al., 2006). A heat exchanger placed inside the collector
is used during sunny days to heat water from the heated air
and the direct solar radiation. While at night, hot water
flows through the exchanger to heat air in the reverse
direction. Additionally, electric energy can be applied dur-
ing the night to complete the heating of water in case the
stored energy in the water tank is insufficient for heating
the drying air during the night.


Solar vegetable drying
There are several type of vegetables dried in both direct
sun drying and in solar dryers all over the world. Due to
the long drying time during sun drying, however, the qual-
ity parameters as color, flavor, and nutrients are often

affected and solar drying may be preferably recommended
(Prakash et al., 2004; Praveenkumar et al., 2006).


A batch type solar dryer was designed for different agri-
cultural products and used recently for drying onion
(Bennamoun and Belhamri, 2002). The dryer is constructed
from brick walls, supporting ten trays to hold the material
to be dried. The solar air collector is constructed from
glass Pyrex plate and a black painted aluminum plate
serves as the absorber. An auxiliary heater could be
mounted to the dryer.


Recently specialists are opting for forced convec-
tion solar tunnel drying for drying of various crops
(Pangavhane and Sawhney, 2002). A mixed mode type
forced convection solar tunnel drier was used to dry hot
red and green chillies (Hossain and Bala, 2007). The drier
consisted of transparent plastic covered flat-plate collector
and a drying tunnel connected in series to supply hot air
directly by two fans operated by a photovoltaic module.
The drier has a loading capacity of 80 kg of fresh chilies.


Tomato is a widely used vegetable. A vacuum-assisted
solar dryer have been developed to study the drying kinetics
of tomato slices (Rajkumar et al., 2007). The drying time
for drying of tomato slices of 4, 6, and 8 mm thicknesses
starting from initial moisture content of 94.0% to a final
one of 11.5 
 0.5% (w.b.) was 360, 480, and 600 min in
vacuum-assisted solar dryer and 450, 600, and 750 min
in open sun drying, respectively. Beside the drying time
taken for drying the additional benefit of vacuum-assisted
drying was that the quality of tomato slices dried in such
solar dryer was higher in terms of color retention.


Solar drying of medical plants
Simple solar dryers are the most useful equipment in
maintaining the medicinal properties of medicinal herbs.
Their construction costs are cheap and maintenance costs
tend to be low, whilst being used for drying different sorts
of herbs. It has been studied the drying kinetics and quality
(color degradation) of the pegaga leaf by varying the inlet
air temperature and relative humidity using a solar assisted
dehumidification drying system (Yahya et al., 2004). They
concluded that there the solar drying system is suitable for
drying of pegaga leaf without significant loss of quality.


Solar wood drying
The main parameters affecting the process in a drying kiln
are the temperature, humidity, and velocity of the air
stream. There are presented several theoretical models
for solar drying of timber based on conventional mass
transfer equations (Khater et al., 2004; Helwa et al.,
2004). The effect of several parameters on the drying rate
was studied in order to accomplish minimal drying
defects. These parameters include ventilation conditions,
wood volume, wood timber thickness, season of drying,
and the drying air velocity. It has been concluded that
the most influencing parameter using solar energy for tim-
ber drying is the drying air relative humidity. It is advised
to leave open the fans through the night, especially within
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the first period of drying. It is better to load the kiln with its
full capacity to save the duration of drying of smaller tim-
ber volumes. Proper design is needed for the absorber area
and the timber volume to be dried. The experiments
showed that timber boards were dried inside solar kiln to
moisture content of 12% within 17 days, meanwhile the
dying air humidity was limited to 20%.


Solar fish drying
Solar drying of fresh fish sardines was investigated in
terms of drying rate and quality (Sablani et al., 2002). Four
different solar dryers, namely, rack dryer, multi-rack dryer,
wooden, and plexiglas cabinet dryer were used. The
wooden cabinet provided the fastest drying rate as it gen-
erated higher air temperatures followed by the multi-rack,
rack, and plexiglas cabinet dryer.


The sun versus solar drying of salted shark fillets was
investigated (Sankat and Mujaffar, 2004). Salted slabs
were dried in direct sunlight and compared to drying using
two natural convection solar dryers of similar design but
employing direct and indirect drying. Of the three drying
treatments, slabs dried in the open air dried the fastest, while
dryingwas slowest in the indirect dryer. Sun-dried slabswere
of acceptable quality, but somewhat inconsistent in color.
Slabs dried in the direct solar dryer had a pleasing and even
color and texture. The solar drying of salted shark is therefore
an attractive option for small-scale fish processors.


Multipurpose use of solar dryers
An attractive advantage of solar dryer is their versatile use,
i.e., the same design of solar dryer can be used for different
sorts of crops. A solar assisted indirect dryer may consist
of a solar air collector, a heat storage unit, a drying cham-
ber, and a solar chimney, and it can be used for different
crops such as rice, tobacco, etc. (Vlachos et al., 2002).


A new solution of a solar, mobile, universal, and eco-
logical chamber dryer that satisfies the basic three require-
ments in the drying process: maximal process intensity,
good quality of the dried material, and minimal energy
consumption was designed (Topic and Topic, 2006). The
solar dryer characteristics are based on a construction solu-
tion which met the following requirements: operation at
any location (mobile solution), low costs, possible drying
of different products, better quality of the dried material,
and a better economic effect. The dryer was successfully
used for drying biological materials such as fruits and veg-
etables, medicinal and aromatic herbs, and spices.


Integrated solar drying systems
In a typical agricultural farm, there is an impetus to maxi-
mize collection of all available energy resources, including
solar, and distribute them optimally among the different
consumers, including dryers, which require a fairly great
portion of the total energy. This task requires an integrated
solar energy/technology approach (Farkas, 2004, 2008).
Setting up a solar preheating system can be economically
justified if the solar energy is used throughout the year.

The integration of solar energy into the farm energy sys-
tem seems to be economically possible.


An indirect type natural convection solar dryer with inte-
grated collector-storage solar and biomass backup heaters
have been designed and constructed (Madhlopa and
Ngwalo, 2007). The dryer was fabricated using simple
materials, tools, and skills, and it was tested in three modes
of operation as solar alone, biomass combustion alone, and
a combined solar-biomass combustion by drying 12
batches of fresh pineapple. It appears that the solar dryer
is suitable for dehydrating pineapples and other fresh foods.


A direct solar-biomass dryer was developed when the
biomass burner has a rock slab on the top part which
assists in moderating the temperature of drying air (Prasad
and Vijay, 2005). Such dryer designs have a backup heater
without thermal storage of captured solar energy. Conse-
quently, the air temperature in the drying chamber drops
down to ambient after the sunset, requiring backup heating
even when the preceding day was sunny. This leads to
wasting of both solar and fuel resources.


A solar dryer can be installed with a thermal storage
system (El-Sebaii et al., 2002). The air heater part is
designed to be able to insert various storage materials
(e.g., sand) under the absorber plate. The dryer was tested
with andwithout thermal storage. The thermal storage sys-
tem reduces the drying period, as for example, in the case
of seedless, grapes the reduction was 12 h.


A natural convection solar dyer and a simple biomass
burner can be combined for small-scale processing of dif-
ferent fruits and vegetables (Bena and Fuller, 2002).


Summary
The solar drying of materials of biological origin plays an
important role in energy savings, quality of end-products,
and environmental impacts. The applicable temperature
range and energy requirement for moisture removal are
the most important parameters in designing a safe and
cost-effective drying system. The traditional use of solar
energy for drying is a forced convection heated air system,
which can be used effectively for drying of various agri-
cultural as grains, fruits, vegetables, medical plants, wood,
fish, etc. An attractive advantage of solar dryer is that the
same design of solar dryer can be used for different sorts of
crops. The integrated use of solar energy means to maxi-
mize collection of all available energy resources, includ-
ing solar, and distribute them optimally among the
different consumers, including dryers.
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SOLUTE TRANSPORT IN SOILS


Yves Coquet, Valérie Pot
UMR 1091 INRA/AgroParisTech Environment and
Arable Crops, AgroParisTech, Thiverval-Grignon, France


Synonyms
Solute transfer in soils

Definition
Solute. A substance dissolved in a solvent, both forming
a solution.
Soil solution. The soil water that contains various solutes.
Solute transport. Group of processes by which solutes are
transported through a medium.

Introduction
Soil is a natural medium at the interface between rocks, air,
water bodies, and biota. As a result of this particular posi-
tion in the biosphere, soil is crossed through by multiple
flows: flow of air, water, heat, energy, solutes, solid parti-
cles, cells, organisms. Most of the transport processes in
soil occur through its pores, either filled with air in the
case of gases, or filled with water in the case of solutes
and suspended particles. From the quantitative point of
view, the transport of matter in soil is occurring in large
majority via the soil solution, which refers to the soil water
including all substances that can be found in it (solutes,
suspended particles, dissolved gases). Even important
gases for soil organisms, such as oxygen, carbon dioxide,
and nitrogen, are transported at some stage in dissolved
state through the soil solution. Most of the chemical ele-
ments and substances are transported in soil as solute in
the soil solution. Nitrate, phosphate, carbonates, calcium,
potassium, pesticides, etc., are all transported as solutes
in the soil solution, but at rate which are largely dependent
on their solubility in water. It is in the soil solution that soil
organisms, including plants, take up the chemical ele-
ments and substances necessary for their growth. It is also
through the soil solution that pollutants are put in contact
with living organisms and can then enter and contaminate
their bodies. Knowledge about solute transport in soils is
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therefore essential to the understanding of plant nutrition
and environmental contamination.

a b c


Solute Transport in Soils, Figure 1 (a) Solute molecules
entering a soil cylindrical pore have a parabolic speed vector
profile; (b) a short time after entering the pore, each solute
molecule keeps its speed vector; (c) after some time, solute
molecules move transversally due to molecular diffusion and,
thereby, experience different speed values (dashed line shows
the average position).

Solute transport processes
As water moves through the soil, it carries any substance
dissolved in it. The transport of solutes together with soil
water is referred to as advection (from Latin: “transport
next to”) or convection (“transport with”). From the mac-
roscopic point of view, this process can be expressed by
the following mathematical Equation 1 (Hillel, 1998; Jury
and Horton, 2004):


Jc ¼ Cl � y � Jw; (1)


where Jc is the tensor of solute flux density in soil due to
macroscopic convection [ML�2 T�1], Cl is the solute
mass concentration in the soil solution [ML�3], y is the
volumetric soil water content [L3 L�3], and Jw is the
tensor of water flux density [LT�1]. Jw may be described
by Darcy’s law generalized to unsaturated-saturated soils.


The second process governing solute transport in soil is
molecular diffusion. This process occurs in soil,
disregarding whether water is moving through soil or
not. Molecular diffusion is the macroscopic result of the
microscopic agitation of molecules due to temperature. It
can be expressed by the following Equation 2, also known
as Fick’s second law:


Jd ¼ �y � Ds � grad��!
Cl; (2)


where Jd is the tensor of solute flux density in soil due to
molecular diffusion [ML�2 T�1], and Ds is the molecular
diffusion coefficient tensor of the solute in the soil
[L2 T�1].


Convection and molecular diffusion being the two fun-
damental solute transport processes in soil, one could be
tempted of simply adding Equations 1 and 2 to get the gen-
eral solute transport equation in soil. This would be wrong
because Equation 1 does not actually describe properly the
convection process at the macroscopic scale. As Equa-
tion 1 is put, it says that all solute molecules have the same
velocity as that of the bulk water, which is obviously
wrong because water is a viscous fluid. As a result, not
all water molecules in soil move at the same velocity.
Those located close to the soil solid surfaces hardly move,
while those located far from the soil solid surfaces near the
axis of soil pores move faster than the average water
velocity. This process, called mechanical dispersion, is
pictured in Figure 1a, where solute molecules entering
a soil cylindrical pore have different instantaneous veloc-
ities with the maximum value along the axis. Poiseuille’s
law states that for Newtonian liquids, such as water, the
solute velocity vector profile in the pore is parabolic, its
value on the axis being twice the average value along the
profile. A short time after they entered the pore
(Figure 1b), solute molecules will have conserved their
initial velocity. After some time (Figure 1c), solute mole-
cules will have changed their velocity by moving

transversally to the pore axis because of molecular diffu-
sion. As a result, some solute molecules will have moved
a little bit faster than average and some others slower than
average. For the mathematical point of view, this can be
described macroscopically with an equation formally sim-
ilar to that of Fick’s diffusion law (Equation 3):


Jm ¼ �Dm � grad��!
Cl; (3)


where Jm is the tensor of solute flux density in soil due to
mechanical dispersion [ML�2 T�1], and Dm is the
mechanical dispersion coefficient tensor of the solute in
the soil [L2 T�1]. To the difference of molecular diffusion,
mechanical dispersion vanishes as soon as water is
immobile.


Finally, solute transport in soil is the result of three pro-
cesses: (macroscopic) convection, molecular diffusion,
and mechanical dispersion. The general solute transport
equation in soil may thus be expressed by Equation 4:


Js ¼ Jc þ Jd þ Jm; (4)


where Js is the tensor of total solute flux density in soil
[ML�2 T�1]. Molecular diffusion and mechanical disper-
sion being described by the same type of mathematical
equations, both processes may be summed up into
a single equation. The resulting hydrodynamic dispersion
process is then written by Equation 5:


Jh ¼ �Dh � grad��!
Cl; (5)


where Jh is the tensor of solute flux density in soil due to
hydrodynamic dispersion [ML�2 T�1], and Dh is the
hydrodynamic dispersion coefficient tensor of the solute
in the soil [L2 T�1].


Pfannkuch (1963) demonstrated that Dh was linearly
dependent on Jw for high values of Jw (Figure 2). In this
case, Dm can be written by Equation 6:


Dm ¼ l � Jw; (6)


where l is the dispersivity tensor of the soil [L]. Soil
dispersivity has been shown to be dependent on the spatial
scale at which transport processes are studied
(Vanderborght and Vereecken, 2007).
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Solute Transport in Soils, Figure 2 Evolution of the
hydrodynamic dispersion coefficient, Dh, with water flux density
in soil, Jw. Three regimes may be distinguished: regime I, where
molecular diffusion dominates over mechanical dispersion;
regime II, where both molecular diffusion and mechanical
dispersion are equivalently important; regime III, where
mechanical dispersion dominates over molecular diffusion.
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Finally, the total solute flux density in soil may be writ-
ten as Equation 7:


Js ¼ Jc þ Jh ¼ Cl � Jw � y � Dh � grad��!
Cl: (7)


When coupled to the conservation of mass equation,


Equation 7 gives Equation 8:


@ y � Clð Þ
@t


¼ �divJs


¼ �div Cl � Jw � y � Dh � grad��!
Cl


� �
;


(8)


where t is time [T]. Equation 8 is known as the convec-
tion–dispersion equation (CDE). This equation is more
frequently encountered in its vertical mono-dimensional
form and for steady-state water regime (Equation 9):


@Cl


@t
¼ Dh


@2Cl


@z2
� Vw


@Cl


@z
; (9)


where z is depth [L] and Vw= Jw/y is the average pore
water velocity [LT�1].


The formulation of the CDE as Equation 9 is adapted to
inert (non-sorbing) conservative (nondegraded) solutes.
For solutes that interact with soil solid surfaces, either
organic or mineral, such as cations or uncharged organic
micropolluants, or for solutes that are degraded or
transformed by the soil microflora, such as nitrate or most
organic molecules, the CDE must be coupled to other
equations describing sorption and/or degradation pro-
cesses in soil.


Coupling with physicochemical and
microbiological processes
The vast majority of solutes in soils interacts with soil
solid surfaces and/or undergoes transformation. The main

interaction of solutes with soil solid surfaces is through
adsorption, the process by which solutes may be retained
at the surface of soil particles due to weak physicochemi-
cal interactions (hydrogen bonds, van der Waals’ forces).
Adsorption is considered to be instantaneous and fully
reversible. In soils, adsorbed solutes may be subjected to
further processes like molecular diffusion inside the soil
“solid” particle, such as diffusion into the interfoliar space
of clay particles or diffusion into organic macromolecules.
Interaction with the adsorbing surfaces may evolve toward
strong physicochemical interactions such as covalent
bonds. Finally, interaction of solutes with soil solid sur-
faces covers a large array of processes themselves in inter-
action, which are referred to globally through the term of
sorption. The simplest way to describe sorption is by lim-
iting it to adsorption, i.e., by considering it as an instanta-
neous reversible process. Adsorption is described by an
adsorption isotherm, which relates the concentration of
the solute adsorbed onto soil solid surfaces, Cs [MM�1],
toCl. The term “isotherm” refers to the fact that adsorption
is sensitive to temperature, so that the relationship
between Cs and Cl is measured experimentally at constant
temperature. The solute adsorption isothermmay be linear
or non linear. In the first instance, it can be described by
Equation 10:


Cs ¼ Kd � Cl; (10)


where Kd is the linear adsorption coefficient or
partitioning coefficient [L3M�1]. Non linear isotherms
are often described by the Langmuir isotherm, if Cs values
reach a plateau for large Cl values, or by the Freundlich
isotherm, if Cs does not reach any plateau for large Cl
values. The Freundlich isotherm is written as Equation 11:


Cs ¼ Kf � Cl
nf ; (11)


where Kf is the Freundlich adsorption coefficient [L3nf


M�nf] and nf the Freundlich exponent [–]. The exponent
nf is generally lower than unity for pesticides.


For sorbing solutes, the mass balance Equation 8 must
account for the quantity of solute adsorbed onto the soil
solid phase, resulting in Equation 12:


@ y � Cl þ rb � Csð Þ
@t


¼ �divJs (12)


where rb is the soil bulk density [M.L�3], i.e., the mass of
dry soil per unit of bulk soil volume. For steady-state
water flow and linear-sorbing solutes, the CDE
(Equation 9) is written by Equation 13:


@Cl


@t
¼ Dh


R
@2Cl


@z2
� Vw


R
@Cl


@z
; (13)


with R= 1 +rb. Kd/y [–]. The CDE for linear-sorbing sol-
utes (Equation 13) has a similar form to that for inert
solutes (Equation 9), which means that the transport of lin-
ear-sorbing solutes in soils happens R times more slowly
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than inert solutes. This is why R is also called the retarda-
tion factor.


If sorption is not instantaneous, one has to account of
the rate of the sorption process. Kinetic sorption for lin-
ear-sorbing solutes may be written by Equation 14:


@Cs


@t
¼ o � KdCl � Csð Þ; (14)


where o is the first-order rate constant of the kinetic
sorption process [T�1]. Equation 13 is then modified with
an additional term accounting for kinetic sorption
(Equation 15):


@Cl


@t
¼ Dh


R
@2Cl


@z2
� Vw


R
@Cl


@z
þ o


rb
R � y Cs � KdClð Þ: (15)


Solute degradation, transformation, or absorption all


result in the disappearance of the solute from the soil.
These processes are generally accounted for by introduc-
ing a sink term, rs [ML�3 T�1], in the mass conservation
Equation 8 to give Equation 16:


@ y � Clð Þ
@t


¼ �divJs � rs: (16)


When the sink term is due to microbiological degrada-


tion, it is generally described as a linear first-order process
(Equation 17):


rs ¼ �m � Cl; (17)


where m is the degradation rate constant [T�1]. Rather than
using a rate value, degradation is often quantified by the
half-life of the solute t1/2 = ln2/m [T].


When the sink term is due to absorption by plant roots,
it may be described by Equation 18:


rs ¼ �a � Cl � rw; (18)


where rw is the water sink term [T�1], that is the quantity
of water removed from the soil by plant roots per unit of
time, and a is a parameter [–] varying between 0 (no
absorption) to 1 (fully passive absorption).


All the processes that have been described so far can be
found in models such as HYDRUS-1D (Simunek et al.,
2005; available at www.pc-progress.com). The simulation
of transport processes coupled to more complex geochem-
ical processes may be realized by using the HP1 model,
which is a coupled version of HYDRUS-1D with
PHREEQC (also available at www.pc-progress.com).
The HYDRUS-1D model is also capable of simulating
preferential flow of solutes in soil.

Preferential flow
In many situations, it has been observed that solutes can be
transported more rapidly in the soil than what is expected
from the solute transport equation describing the
three above-mentioned transport processes: convection,
molecular diffusion, and mechanical dispersion. It is as if

solutes were bypassing part of the soil porosity, thereby
covering longer distances than they would have done if
they would have explored the whole available porosity.
This process is named preferential flow. The bypass path-
ways or preferential pathways can be many in soils:
biopores (earthworm galleries, dead roots), fractures, and
fissures. Parts of the soil porosity can also be regions of
lower hydraulic conductivities, like dead-end pores,
intra-aggregate pores, that are accessible to the solutes
only through diffusion process. The result is that a large
fraction of the solutes undergoes a higher velocity than
the bulk velocity since they are transported through
a restricted portion of the available water-filled porosity,
resulting in an earlier breakthrough or preferential flow.
Preferential flow can thus be a major factor of environ-
mental pollution. Indeed, by this process a fraction of the
pollutants can bypass the soil surface horizon where trans-
formation processes (degradation of pollutants by biolog-
ical activity) and retention processes are the most active.


Different models have been proposed to describe pref-
erential flow (Šimůnek et al., 2003). Themobile-immobile
model (MIM) or dual-porosity model assumes that the liq-
uid phase of the soil is partitioned into mobile (flowing)
and immobile (stagnant) flow regions (Coats and Smith,
1964), which gives Equation 19:


y ¼ ym þ yim; (19)


where ym and yim are the volumetric fractions of soil
mobile and immobile water, respectively [L3 L�3]. Mobile
region corresponds to inter-aggregate pores and
macropores while immobile region corresponds to intra-
aggregate pores or soil matrix. Water flow is assumed to
occur in the mobile region only and solute is transported
in the mobile region by both convection and hydrody-
namic dispersion. Solute transfer between the dynamic
flowing region and the stagnant region is described by
a first-order mass transfer process. The general governing
transport equations are thus written in vertical mono-
dimensional form as Equations 20 and 21:


@ ymCmð Þ
@t


þ @ yimCimð Þ
@t


¼ @


@z
ymDh


@Cm


@z


� 	
� @JwCm


@z


(20)


@y C

im im


@t
¼ aphðCm � CimÞ; (21)


where Cm and Cim are the solute concentrations in the soil
solution of the mobile and immobile regions, respectively
[M.L�3], and aph is the mass transfer coefficient [T�1].


The dual-permeability model (DP) differs from the
MIM model in that water flow is also assumed to move
in the intra-aggregate pores (matrix) as well, but with
a lower permeability than in the inter-aggregate pores
(macropores). Water content and flow velocity are defined
for each system as Equations 22 and 23:


y ¼ wyf þ 1� wð Þyma (22)
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Jw ¼ wJf þ 1� wð ÞJma; (23)

where w=Vf /V [–] is the ratio of the volume of the
macropores, Vf [L


3], to the volume of the total porosity,
V [L3], yf and yma are the volumetric water contents of
the macropores and matrix systems, respectively, and Jf
and Jma are the water density flux in both systems. Note
that yf and yma are different from ym and yim of the MIM
model since they represent the water contents of each pore
system and not absolute values of water content referred to
the total soil volume.


Thus, mass conservation is calculated for each system
such that the transport of solutes is described using two
coupled convection–dispersion Equations 24 and 25:


@ yf Cf



 �
@t


¼ @


@z
yf Df


@Cf


@z


� 	
� @Jf Cf


@z
� Gs


w
(24)


@ y Cð Þ @ @C
� 	


@J C G

ma ma


@t
¼


@z
ymaDma


ma


@z
� ma ma


@z
þ s


w
;


(25)


where Gs is the solute mass transfer term [ML�3 T�1]
defined as the sum of the diffusive mass transfer due to
the solute concentration difference between the two pore
systems and a convective mass transfer due to water mass
exchange, Gw [T�1], between the two pore systems
(Equation 26):


Gs ¼ aphð1� wÞymaðCf � CmaÞ þ GwCi; (26)


where Ci is equal to Cf if Gw� 0 and to Cma if Gw< 0.
Other approaches consider only gravitational flow in


the macropore systems (Jarvis, 1994). Based on the same
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Solute Transport in Soils, Figure 3 Breakthrough curves of bromid
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preferential pathways (macropores) at the same speed as that of bro
to correctly describe metribuzin transport in both soils.

approaches, the division of the soil water phase can be fur-
ther complicated by creating additional pore regions (Gwo
et al., 1995).


Many studies of solute transport in the field and in the
laboratory have shown evidence of preferential flow.
When a pulse of solute is transported under equilibrium
conditions, the distribution of the solute concentration in
the soil outflow exhibits a Gaussian shape. When prefer-
ential flow occurs, the peak position is markedly advanced
together with a long elution tail corresponding to diffusion
process of solutes from and to regions of low permeability.
In some cases, the solute concentration distribution can
show a double peak which is indicative of dual-
permeability flow. Figure 3 shows examples of an inert
conservative solute (bromide) undergoing classical con-
vection–dispersion transport at equilibrium conditions in
a sandy loam soil column (Figure 3a) and the same solute
undergoing preferential flow in a silt loam soil column
(Figure 3b). In these examples, a pesticide was simulta-
neously injected in the soil columns together with bro-
mide: for equilibrium conditions (Figure 3a), the
pesticide exhibited delay due to sorption processes, while
in the second case (Figure 3b) the pesticide arrived simul-
taneously as the tracer because of preferential flow.

Summary
Solute transport processes in soils are at the basis of plant
nutrition and environmental contamination. Three main
processes are governing solute transport in soil: convec-
tion, molecular diffusion, and mechanical dispersion. As
most solutes are subjected to physicochemical interactions
with the soil solid surfaces and/or physicochemical or bio-
logical transformation, models of solute transport in soil
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Metribuzin exhibits delay compared to bromide, due to sorption
elayed compared to bromide as it is rapidly transported through
mide. In these examples, kinetic sorption processes were needed
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need to account for these processes. However, such repre-
sentations of solute transport in soil may still be found
unsuitable when solutes are transported by preferential
flow processes. Preferential flow results in solutes being
transported more rapidly than expected through a limited
fraction of soil porosity. As such, it is regarded as
a major factor of groundwater contamination.
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Definition
Sorptivity is a measure of the capacity of the medium to
absorb or desorb liquid by capillarity.


Theory
When water is applied into a dry soil, initially, most of the
water is absorbed by the capillary potential of the soil
matrix. The capillary force dominates the initial water infil-
tration process, however, as infiltration proceeds, the grav-
itational force dominates. Sorptivity is related to the
infiltration that is driven by the capillary forces alone.
Cumulative absorption or desorption of water into or out
of a horizontal (minimal gravity effects) column of soil with
uniform properties and moisture content is proportional to
the square root of time and has been termed sorptivity (S
[L T�1/2]) by Philip (1957). He also defined the intrinsic
sorptivity (z [L1/2]) (that associated with the porous mate-
rial) from the S and the fluid properties, by Philip (1969):


z ¼ m=sð ÞS; (1)


where m is the dynamic viscosity (ML�1 T�1) and s
(MT�2) is the surface tension of the fluid. Sorptivity
depends on initial uniform water content (yn) or potential
(cn) of the soil and the water content (y0) or potential (c0)
on the intake surface, so that strictly we should write
sorptivity as S(yn,y0) or S(cn,c0). The latter form is needed
when the potential at the intake surface is positive.


Sorptivity can be defined analytically as a function of
soil water content and diffusivity (Philip and Knight,
1974). The calculation of the sorptivity involves iterative
numerical procedures, and because of technical difficul-
ties, several approximations have been proposed (Elrick
and Robin, 1981; Kutílek and Valentová, 1986). The
approximation by Parlange (1975) has been found to give
good results (Elrick and Robin, 1981):


S20 ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y0 � yn


p Zy0
yn


ffiffiffiffiffiffiffiffiffiffiffiffiffi
y� yn


p
D yð Þdy; (2)


where y0 is the water content at applied potential c0, yn is
the initial water content of the soil, and D is the soil
diffusivity.


Measurement
In practice, Philip (1969) showed that sorptivity can be
measured relatively easily from horizontal infiltration,
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where water flow is only controlled by capillary
absorption:


I ¼ S0
ffiffi
t


p
; (3)


where I is the cumulative infiltration at time t. Talsma
(1969) proposed measurement of sorptivity in the field
from short-time ring infiltrometer data. Cook (2008)
presented methods for measuring it in the laboratory for
the early time vertical infiltration into soil cores.


Algebraic models for infiltration, which satisfy the con-
dition that cumulative infiltration is proportional to the
square root of time at short times and reaches a steady state
rate at long times (Collis-George, 1977; Philip, 1987),
have been developed. From these, the sorptivity compo-
nent of the infiltration can be estimated.


For vertical three-dimensional (3D) infiltration from
the infiltrometers or disk permeameters, sorptivity can be
determined from early stages of flowwhere capillary force
dominates (White et al., 1992; Cook and Broeren, 1994;
Cook, 2002):


lim
t!0


dI


d
ffiffi
t


p � S0: (4)


In 3D infiltration, sorptivity does not only affects the


early stage of infiltration but also the whole infiltration
process.


Smith (1999) proposed a simple field method, which
consists of inserting a 100-mm-diameter steel tube into
the soil, pouring a volume of water equivalent to 1 cm
depth (Iv) into the tube, and recording the time needed
for water to imbibe until half of the soil surface is not
ponded (tv). Sorptivity is calculated from S0 = Iv /tv


1/2. This
is a rough estimate and only measures sorptivity at
saturation.


Values of sorptivity are quite variable, with standard
deviations of the same order as those found for hydraulic
conductivity (Talsma, 1969).

Applications
White and Perroux (1989) showed how sorptivity mea-
sured at different intake potentials could be used to esti-
mate hydraulic conductivity, and this was tested by Cook
and Broeren (1994) and was found to give good results.
Minasny andMcBratney (2000) showed the overestimation
of sorptivity when contact sand materials were used with
a disk permeameter for estimating sorptivity. Other disk
permeameter methods such as those of Vandervaere et al.
(2000a, b) also rely on the estimation of sorptivity to obtain
the hydraulic conductivity.


Philip (1984) used the sorptivity in deriving travel
times from buried and surface point sources which was
later used by Cook et al. (2003a, b) for predicting wetting
patterns for trickle irrigation. Broadbridge and White
(1987) used sorptivity in the estimation of the time-to-
ponding which has applications in the design of spray irri-
gation systems and erosion control. Leeds-Harrison and

Youngs (1997) described a measurement procedure for
obtaining hydraulic conductivity of soil aggregates from
measurements of water uptake at negative potential
(sorptivity). This procedure was employed by Hallett
and Young (1999) for quantifying water repellency, which
was determined from the sorptivity measurements of soil
aggregates using two wetting liquids with different soil–
liquid contact angles.


Summary
Sorptivity is a component of the flow processes and needs
to be incorporated in any application where adsorption or
desorption of a fluid from a porous media is occurring due
to a potential change at a surface boundary.
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SPACE SOIL PHYSICS


Robert Heinse
Department of Plant, Soil and Entomological Sciences,
University of Idaho, Moscow, ID, USA


Synonyms
Microgravity soil physics

Definition
Space Soil Physics is the study of physical properties of
soils, and more generally porous media, and its relations
to water- and air-distribution and transport under reduced
gravity conditions experienced during spaceflight and on
extraterrestrial habitats.


Space soil physics is a subsection of soil physics that
aims to identify, characterize, and predict critical physical
phenomena that are affected by, or play a more pronounced
role in, reduced gravity necessitated by practical questions
of fluid management in partially saturated media, and dust
behavior on extraterrestrial bodies. As the gravitational

level is reduced below that of Earth, phenomena relating
to competing forces are altered as body forces become less
significant compared to surface forces. The influence of
such a shift in competing phenomena can be difficult to
predict, and poses challenges for engineered systems
addressed by Space Soil Physics (National Research Coun-
cil (U.S.). Committee on Microgravity Research, 2000).


The main focus of Space Soil Physics is on multiphase
flow and liquid behavior in porous media in the absence of
gravity, where capillarity is the dominant mechanism for
fluid management applications ranging from plant-based
bioregenerative life support to power generating systems,
the design and management of gas and liquid separation
and recovery technology, and numerous other functions
such as wastewater storage and treatment, and fuel man-
agement that operate in the near absence of gravity in ter-
restrial orbit or on spaceflight missions. Recent evidence
suggests that fluid displacement patterns become unstable
and enhance phase entrapment in the absence of gravity,
thereby modifying macroscopic transport properties
essential for fluid management decisions (Or et al., 2009).


Space soil physics plays a critical role in space agricul-
ture for research and design of root-zone hydraulic pro-
cesses for plant growth in reduced gravity (Bingham
et al., 2000). The shift to capillary-dominated fluid distri-
butions provides physical constrains that require novel
considerations for growth-media selection, plant hydra-
tion (i.e., watering), and aeration (i.e., gas exchange)
designs to maintain adequate supplies of water and gas
exchange to plant roots (Scovazzo et al., 2001; Steinberg
and Poritz, 2005).
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SPATIAL VARIABILITY OF PROPERTIES AND
PROCESSES


The non-uniform distribution of specifiable attributes of
an area, whether random or systematic (structured), and
the range of their variation expressed by means of statisti-
cal (probabilistic) criteria.


See Scaling of Soil Physical Properties
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Definition
Autocovariance. A measure of association between neigh-
boring observations taken in space or time (Equation 2),
manifested in the autocovariance function, which
describes the autocovariance behavior versus separation
or lag distance between observations. The normalized ver-
sion of autocovariance is autocorrelation (Equation 1)
(Shumway and Stoffer, 2000).
Power spectrum. A graph depicting the decomposition of
cyclic variance components of different frequency, wave-
length, or period based on the integration of the autocorre-
lation function (Shumway and Stoffer, 2000).
Spatial process. The change of a variable, or a state vector
consisting of several variables, across a spatial domain
caused by underlying effects. The spatial process of soil
water content across a landscape can be influenced by spa-
tial changes in soil type, topography, vegetation, rainfall,
evapotranspiration, management, etc. (Wendroth et al.,
2011).


Introduction
The spatial variability of soil properties generally deter-
mines the change of a soil property’s magnitude in space.
This change is observed at different spatial locations on
the land surface, or at some soil depths. The change can
be considered across a spatial domain of any size, at any
separation distance and for any sample volume.
According to Blöschl and Sivapalan (1995), synonyms
for domain, separation distance, and sample volume are
extent, spacing, and support, respectively. We distinguish
between structured and random spatial variability.

A change in a soil property observed across a domain,
when observations taken close to each other are more sim-
ilar than those sampled farther apart, manifests structured
variability. If, on the other hand, the magnitude of change
or fluctuation remains constant regardless of the separa-
tion distance between observations, the spatial variability
is random. The structure of variability is usually quantified
with a semivariogram (Journel and Huijbregts, 1991) or
with the autocorrelation function (Shumway, 1988). Only
if spatial variability exhibits structure can values at loca-
tions between the observation locations be interpolated
by using, e.g., kriging or cokriging (Isaaks and Srivastava,
1989; Goovaerts, 1997; Deutsch and Journel, 1997) and
autoregressive state-space models (Morkoc et al., 1985;
Shumway and Stoffer, 2000; Nielsen and Wendroth,
2003). Analysis of variance (ANOVA) applied to observa-
tions in randomized treatment experiments assumes
random variability, i.e., spatial independence of observa-
tions. With structured variability, a spatial range of
representativity can be derived, i.e., the statistical area,
or sphere, of influence. Note that, the statistical range of
influence differs from the physical range of influence,
the latter being determined by the size of the equipment
or sample volume.


The spatial range of dependence not only leads to the
opportunity to interpolate between measured locations, it
also manifests a spatial process, which is the continuous
or nonrandom change of an observed magnitude across
a spatial domain (Wendroth et al., 2011). In order to quan-
tify the relationship between two variables measured in
a spatial domain, their individual range of representativity
needs to be known, as well as their common range of
dependence, manifested by the cross-semivariogram
(Deutsch and Journel, 1997; Nielsen and Wendroth,
2003) or the crosscorrelation function (Shumway, 1988).
This consideration is especially relevant for cases in which
observations cannot be taken at exactly the same location
or are based on a different support size, and the investiga-
tor asks, “Although measurements of two variables were
not taken exactly at the same location or their individual
support volume differs, can I still statistically relate
them?” Examples would be (a) the relation of a soil tex-
tural observation taken as a bulk composite of four auger
samples within an area of 1 m2 with a grain yield measure-
ment taken over an area of 100 m2 by a combine harvester;
(b) the field measurement of a soil water retention curve
where the soil water content sensor cannot be installed at
exactly the same location but only in close proximity to
a tensiometer (Greminger et al., 1985; Nielsen and
Wendroth, 2003).

Autocovariance and frequency-domain variability
analysis of soil penetration resistance and its
relation to vehicle traffic patterns
In many agrophysical investigations of soil properties,
management influences on soil state variables, e.g., quan-
titative measures of soil structure, are studied. Typically,
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intensively managed soils exhibit a variability of soil
physical properties that reflects the repetitive patterns of
field management. These patterns are often times related
to the pattern of surface topography, e.g., in furrow irriga-
tion systems or row crops (Nielsen et al., 1983), or to field
traffic and soil tillage operations (Domsch and Wendroth,
1997; House et al., 2001; Perfect and Caron, 2002;
Wendroth and Nielsen, 2002). Investigations of soil struc-
ture carried out perpendicular to the main direction of till-
age exhibit a repetitive or sinusoidal variability pattern. To
detect these patterns would be impossible with random
sampling, but instead requires systematic and equally
spaced sampling along a transect.


In a study at the Kentucky Agricultural Station
(Spindletop) near Lexington, tobacco was grown at a
row spacing of 104 cm. Along a transect laid out
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perpendicular to the tobacco rows, vertical cone pene-
trometer resistance (PR) was measured every 10 cm, giv-
ing 53 locations. Measurements of PR were recorded in
units of MPa at every centimeter of depth and averaged
over depth intervals of 5 cm. In Figure 1a, PR results are
shown for the two upper depths, i.e., 1–5 and 6–10 cm,
together with the location of the six plant rows perpendic-
ular to the transect. Moreover, the locations of the left and
right wheels (180 cm apart) of a heavy tractor that pulled
a subsoiler through the plot in one direction prior to
tobacco planting are shown. It is obvious that in close
vicinity to plant rows PR yields relatively small values,
whereas between plant rows PR values are relatively
higher, and they reach the largest levels in zones of tractor
wheel traffic during the subsoiling operation. The PR
values proceed relatively synchronous, spatially, in the
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upper two measured layers. The impact of tractor wheel
tracks at distances of around 180 and 360 cm, causing
larger PR values, is more pronounced in the 6–10 cm
depth than 1–5 cm depth (Figure 1a).


A different spatial PR behavior is observed for the
21–25 and 26–30 cm depth compartments (Figure 1b).
Measurements in the 21–25 cm layer proceed more
continuously than those at 26–30 cm, which exhibit larger
fluctuations from one location to the next. These larger
local fluctuations may be ascribed to the paths of subsoiler
shanks pulled through soil zones whose locations are also
indicated in Figure 1b.


In general, PR values proceed higher in the 46–50 cm
layer than in the layers above (Figure 1c). Moreover, the
spatial PR series measured at this depth fluctuates more
gradually than in the layers above. However, locally
higher PR levels are found in those zones that correspond
to the back-(path A) and-forth (path B) wheel paths of
a tractor pulling a disk after subsoiling and prior to plant-
ing. The locations of the four wheels are shown in
Figure 1c. The disking operation was repeated three times
in both paths and at the locations of the wheels, an effect
on PR was apparent at the 46–50 cm depth.


For the following analysis, the spatial autocorrelation
function r(h) of each series is calculated by Shumway
(1988)


rðhÞ ¼ cov½AiðxÞ;Aiðxþ hÞ�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var½AiðxÞ�


p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var½Aiðxþ hÞ�p (1)


where the sample autocovariance is


cov½AiðxÞ;Aiðxþ hÞ�


¼ 1
N


XN�h


i¼1


½AiðxiÞ � �A�½Aiðxi þ hÞ � �A�; (2)


and the sample variance is


var½AiðxÞ� ¼ 1
N


XN
i¼1


ðAiðxiÞ � �AÞ2: (3)


In Equations 1–3, A denotes observations being taken at

i
locations xi, �A denotes the arithmetic mean of Ai, and N
the total number of observations.


Typically, a series of soil observations that is
autocorrelated or structured exhibits large values of r(h)
at short lag distances and r(h) decays with increasing lag
distance h and equals zero at some distance, manifesting
the fact that at and beyond this distance observations vary
randomly. However, the resulting autocorrelation func-
tions for the PR measurements at the five soil depth com-
partments are depicted in Figure 2, and they behave
different from a regularly declining r(h) behavior. In the
layer 1–5 cm, r(h) obviously oscillates and peaks of r(h)
occur regularly at every 100 cm of lag distance, or at every
tenth observation. Regardless of where an observation is
taken within the 530 cm transect, at 100, 200, 300, and

400 cm away from it, the magnitude of the observation
is very similar. Notice the minimum magnitude of r(h) at
distances separated from the current location at h = 50,
150, 250, 350, and 450 cm, manifesting the opposite or
inverse behavior of PR. Why does the amplitude of oscil-
lations in the autocorrelation function decrease with
increasing lag distance? Because in the sample
autocovariance and sample variance, the sums of devia-
tions are divided by N, regardless of the number of pairs
of observations considered for a particular lag class. Since
the sum term in the covariance equation (Equation 2)
declines with increasing lag distance due to a decreasing
number of differences in the particular lag class, the
autocovariance and the variance decrease as well.


For the autocorrelation function of the 6–10 cm depth,
a drop of r(h) can be observed over the first lag intervals to
h = 60 cm, from where r(h) only slightly increases for the
following lag distances but remains negative (Figure 2b).
Only up to distances of around h = 210 cm, r(h) increases
again, implying a repetitive behavior at every 210 cm. The
shape of the autocorrelogram for 21–25 cm depth
(Figure 2c) is similar to the one at 6–10 cm, but the range
of lag intervals at which r(h) represents a repetitious pat-
tern is approximately 320 cm. An autocorrelation behav-
ior similar to that for 1–5 cm (Figure 2a) can be
observed for PR measurements at 26–30 cm (Figure 2d).
However, the cyclic autocorrelation is pronounced only
at lag distances between 180 and 200 cm, and to some
extent at h = 100 cm. This result may be caused by the
compaction of tractor wheels that are spaced 180 cm
apart from each other (Figure 1c). The signal at approxi-
mately 100 cm being less pronounced than the one at
180–200 cmmay relate to the distance of subsoiler shanks
being approximately 100 cm apart from each other. Their
soil loosening effect every 100 cm is diminished by wheel
compaction caused by the disking operations that
followed.


Upon learning that the autocorrelation function reflects
repetitive or periodic patterns of observations, spectral
analysis, a specific tool for identifying periodicity- or
frequency-based variance components is next applied
(Davis, 1986; Shumway, 1988). Spectral analysis builds
on Fourier transformation and on the theory that each data
series can be considered as a combination of an infinite
number of sine and cosine waves with their specific
lengths and amplitudes. Hence, as ANOVA is focused
on ascribing variance among treatments and their interac-
tions, spectral analysis decomposes variance into cyclic
components. Periodic variance components are depicted
in the power spectrum S( f ) defined as (Shumway, 1988)


Sð f Þ ¼ 2
Z ?


0
rðhÞ cosð2pf hÞdh (4)


where f refers to the frequency, the inverse of the period
(wavelength), given in length units. The unit for frequency
depicted in the abscissa of the power spectrum is the inverse
of the basic sampling interval, i.e., in this case [0.1 m]�1.
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The power spectrum or periodogram derived from PR
measurements at 1–5 cm depth is shown in Figure 3a. In
the graph, the abscissa depicts the frequency of the signal.
For example, f = 0.5 refers to a period length of 0.5�1,
hence a period length of 2 observation intervals, equal to
20 cm for the PR data set. This is the minimum length of
a period because the shortest fashion of a periodic fluctu-
ation is a series of alternating high and low observed
values. Such alternating data behavior would result in
a spectral peak at a frequency of 0.5, or a period of 2.
The smaller the frequency, the larger is the scale or charac-
teristic wavelength at which cyclic variation occurs. The
peak in the power spectrum of the 1–5 cm depth observed
at a frequency of 0.1, a wavelength of 0.1�1 or 10 basic
observation intervals (10 cm each), refers to the peaks in
the autocorrelation function (Figure 2a) occurring period-
ically at lag distances of approximately 100, 200, 300, and
400 cm. A cyclic variance component at a frequency of 0.1
can also be observed at the 6–10 cm depth (Figure 3b).
However, it is less pronounced than that at the 1–5 cm
depth (Figure 3a). Instead, the strongest variance signal
exists at a smaller frequency band around 0.05,
corresponding to a wavelength of 200 cm. Notice the

consistency of this result with the peak in the autocorrela-
tion function at h = 200 cm (Figure 2b).


At the 21–25 cm depth, the two strongest variance
signals exist at frequencies of around 0.03 and 0.06,
corresponding to wavelengths of approximately 320 and
160 cm, respectively (Figure 3c). In our calculations, the
lengths of periods in the neighborhood of 320 cm are
426 and 256 cm, respectively, and in the neighborhood
of 160 cm are 183 and 142 cm, respectively, which is deter-
mined by the number of spectral estimates being a power
of 2. No clearer distinction can be made at the spectral
resolution chosen in our calculations. At periods of
approximately 160 cm ( f = 0.06) and at 100 cm ( f = 0.1)
major variance components are detected (Figure 3d).


As is apparent in the original PR data for the 46–50 cm
depth (Figure 1c), its variation is dominated by relatively
long periods, manifested in the power spectrum with
a distinctive peak at f = 0.039, corresponding to a period
length of 260 cm (Figure 3e). This period length corre-
sponds to the distance between the center of wheel paths
A and B, the traffic pattern due to disking displayed in
Figure 1c.


In the following, analytical procedures for calculating
spatial statistical relationships between different variables
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are applied and discussed. First, the crosscorrelation func-
tion rc(h) is calculated with (Shumway, 1988)


rcðhÞ ¼ cov½AiðxiÞ;Biðxi þ hÞ�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var½AiðxiÞ�


p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var½Biðxi þ hÞ�p (5)


where the numerator term refers to the covariance between
variable Ai observed at location xi and variable Bi observed
at separation distance h away from xi. In the denominator,
the individual variance terms of both variables are given.


In the crosscorrelation function, the relationship
between two variables is measured when they are not sam-
pled at the same location but at a separation distance h
apart from each other. In Figure 4a, the crosscorrelation
function for the PR data measured at 1–5 cm versus those
at 6–10 cm, is plotted. The crosscorrelation coefficient
rc(h) at h = 0 is equal to the classical correlation coeffi-
cient. Crosscorrelation coefficients displayed for positive
lags h on the right-hand side of the crosscorrelogram man-
ifest the relationship of the current PR values at 1–5 cm
depth with PR values at 6–10 cm depth for previous lag
distances, h. The left side of the crosscorrelation function

displays the spatial relationships for PR at 6–10 cm versus
PR at 1–5 cm for prior distances h. On both sides of the
crosscorrelation function, the cyclically proceeding rela-
tionship between the two variables is obvious. Although
both series vary periodically (Figure 1a) their characteris-
tic wavelengths differ, i.e., the most important periods are
100 and 200 cm for the 1–5 and 6–10 cm depth, respec-
tively (Figure 3a and b). Hence, in the crosscorrelogram,
the common wavelength is reflected through relatively
large correlation coefficients at h = 
200 cm.


The crosscorrelation of PR at 1–5 and 26–30 cm depth
is shown in Figure 4b, indicating common fluctuations
every 100 cm. Interestingly, the maximum crosscor-
relation coefficient is not observed at a lag h = 0, but at
h = 20 cm. This phenomenon is often observed for two
time series when a fluctuation occurs over the same char-
acteristic wavelength in both series but with a certain spa-
tial or temporal delay, e.g., daily soil temperature series at
different soil depths (Rose, 1966). Oneway of understand-
ing this phenomenon is to identify the causes of PR varia-
tion in the two layers considered. In both layers,
a significant periodic variation component was observed
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for wavelengths of 100 cm. At the 1–5 cm depth, the main
cause for periodic fluctuations may have been the position
of plant rows at every 104 cm, whereas at the 26–30 cm
depth the subsoiler shanks were pulled through the ground
at a similar interval, but slightly shifted relative to the plant
rows. Note that the subsoiling happened before planting,
and both field operations were spatially not coordinated.


The PR series measured at 6–10 and 46–50 cm are
inversely crosscorrelated and are not perfectly synchro-
nous, being shifted by 40 cm (Figure 4c). Wherever high
PR values are observed at 6–10 cm depth, the 46–50 cm
depth exhibits low PR, with a phase shift of 40 cm. Higher
PR values occur at the 6–10 cm depth in the wheel path of
the tractor pulling the subsoiler (Figure 1a). At 46–50 cm,
repeated paths of tractor wheels originating from the
above-mentioned post-subsoiling but preplanting disk till-
age operations cause relatively higher PR (Figure 1c).
Recompaction of the previously loosened subsoil might
have occurred during the disking operations and the asso-
ciated wheeling paths (A and B), which are laterally
shifted relative to the subsoil shanks by about 40 cm
(Figure 1b and c). Note that lower PR values occur in
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Spatial Variability of Soil Physical Properties, Figure 4 Crosscorre
resistance data shown in Figure 1.

the zones of subsoiling (Figure 1b), whereas the tractor
wheels cause subsoil compaction with higher PR. This
pattern of tillage operations causes the inverse relationship
between PR values found at the two different depths.


The detection of common frequency-based variance
sources is accomplished through cross-spectral analysis
consisting of two basic components, i.e., the co-spectrum
and the quad-spectrum. Similar to the integration of
the autocorrelation function for the power spectrum, the
crosscorrelation function needs to be integrated for the
co-spectrum Co( f ) through (Shumway, 1988)


Coð f Þ ¼ 2
Z ?


0
rcðhÞ cosð2p f hÞdh (6)


Before the crosscorrelation function can be integrated,


both the right-hand side and left-hand side of the
correlogram are averaged with


rcðhÞ ¼ 0:5 rcðh < 0Þ þ rcðh > 0Þ½ �: (7)


Through this averaging, fluctuations described by a cosine


function are emphasized, and those described by a sine
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function are diminished. The second element, i.e., the
quad-spectrum Q( f ) is calculated with (Shumway, 1988)


Qð f Þ ¼ 2
Z ?


0
r0cðhÞ sinð2pf hÞdh: (8)


This element of cross-spectral analysis is necessary in


order to properly emphasize the fluctuations described
by a sine function rather than cosine function by averaging
both branches of the crosscorrelogram with


r0cðhÞ ¼ 0:5 rcðh > 0Þ � rcðh < 0Þ½ � (9)


A perfect sine wave is equal to a perfect cosine wave when


it is delayed by an angle of 90�. Both the co- and the quad-
spectra need to be considered in cross-spectral analysis
because two series may exhibit periodic fluctuations at
the same wavelengths, but they may be shifted against
each other. This shift is quantified for each particular fre-
quency through the so-called phase spectrum defined as
(Shumway, 1988)


hjð f Þ ¼ 1
2pf


tan�1 Qð f Þ
Coð f Þ
� �


: (10)
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In Figure 5, co- and quad-spectra are shown for PR
compared for the same pairs of depths for which crosscor-
relation functions are depicted in Figure 4. The phase lag
hj( f ) for the peaks for PR at the 1–5 and 6–10 cm depths
observed for f = 0.1 (Figure 5a) yields a low value of�0.5
sampling intervals, manifesting the almost synchronous
behavior of the two series obvious from the corresponding
crosscorrelation function (Figure 4a). At the same fre-
quency, the periodic variation between PR in 1–5 and
26–30 cm (Figure 5b) is shifted by +1.9, corresponding
to the maximum crosscorrelation coefficient observed at
h = 2 (Figure 4b). For the band of even larger wavelengths
( f = 0.039), the co- and quad-spectra (Figure 5c) result in
a phase of�3 lags, which only approximately corresponds
to the lag of �4 in the crosscorrelation (Figure 4c). This
slight discrepancy is due to the coarse resolution of
frequencies at this scale.


Variance scales of soil water storage, clay content,
and corn yield
The spatial variation in soil profile water storage differs
with time. Depending on the season, on the magnitude
of soil water content or matric potential, and on the
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line) and quad-spectra (dashed line) for layer-specific pairs of
tive crosscorrelograms are shown in Figure 4. The phase lag is
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vegetation and its status, different patterns of spatial soil
water distribution enunciate processes within the vadose
zone whose relevance for soil water storage (SWS)
changes throughout the year and, perhaps, over longer
time intervals (Nielsen, 1997). In other words, the domi-
nance of a spatial process on soil water storage distribution
is not maintained throughout the year, but varies. Hence,
for some seasons of the year, the spatial pattern in soil
moisture distribution exhibits temporal persistence
(Vachaud et al., 1985; Hu et al., 2010), but there are times
when the distribution of soil moisture follows a pattern
that is not consistent with that observed at other times.
There are many ways to characterize the change in varia-
tion behavior over time. Roth (1995) derived the variation
behavior for soil water status and flux from two-
dimensional computer simulations of a Miller-similar
medium. Under dry conditions, variance in soil water sta-
tus is large in general and related to soil textural effects.
With increasing soil water content, variance in water status
and fluxes may decrease and reaches a minimum at a soil
water potential level that is often called field capacity.
With further increasing soil water content, variance
increase is caused by soil structural effects (Roth, 1995).
Field measurements by Wendroth et al. (1999) confirmed
this postulation. For a variety of different soils, Vereecken
et al. (2007) reported standard deviation in soil water con-
tent versus average soil water content. Besides temporal
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in a farmer’s field in Western Kentucky.

changes in the magnitude of the variance, the spatial
autocovariance can change with time as a manifestation
of cause controlling variance. Kachanoski and De Jong
(1988) applied the above-mentioned frequency domain-
based analyses to discriminate different spatial scales in
field soil water content variation prevailing at particular
times during their experimental period.


For deriving the scale of variance for profile soil water
storage at different times and its relation to profile-average
clay content and yield of corn, soil water content was mea-
sured in a farmer’s field in Western Kentucky along
a transect with 45 regularly spaced locations separated
by 10 m. At each location, water content was measured
and integrated over the 0–80 cm soil depth with
a capacitance probe. In Figure 6a, soil water storage is
depicted for three measurement dates in 2007, i.e., May
22, July 26, and November 08. The two series measured
in May and November differ substantially from the one
measured in July, the latter reflecting a situation of stored
water depletion due to dry weather conditions and crop
water uptake. The series observed in May and November
exhibit a spatial process on a similar average level, and
they behave similarly over the domain measured, but they
differ in their local fluctuations. The May series exhibits
more local noise whereas the November water storage
proceeds smoother at the local scale. Neglecting the gen-
eral water storage level, the July series manifests the
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largest local variance, i.e., the storage differences between
neighboring profiles are largest on this summer day. For
the same transect, corn yield and profile-average soil clay
content are illustrated in Figure 6b. In a very general way,
clay content and corn yield are negatively related, and clay
content and soil water storage in May and November
behave spatially similar.


In what follows, the application of spectral analysis
illustrates an example unlike the penetration resistance
data set discussed above, because these data are not
affected by cyclically repeated patterns related to soil
management but are influenced by the curvature and char-
acteristics caused by landscape morphology, soil genesis,
vegetation, and crop establishment, irrigation, etc. This
has been shown in the work of Warrick and Gardner
(1983) and Kachanoski and De Jong (1988).


Power spectra for the three spatial series of soil water
storage are shown in Figure 7a–c, which are purposely
plotted with the same y-axis scale. The spectrum for the
May 22 series reflects a strong weight on the large-scale
variance for f< 0.1, corresponding to substantial variance
observed over a distance of 100–200 m in the field. Small-
scale peaks indicate variability at frequencies of 0.27 and
0.37, corresponding to every 40–30 m, respectively, but
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these are less pronounced than the large-scale variance.
Overall, due to similar large-scale behavior, the power
spectrum for water storage measured in November
(Figure 7c) is consistent with the one obtained for
May (Figure 7a), but the overall variance is smaller in
November, reflected by a smaller area under the peak
profile. Notice that at small scales, the November
series is smooth, manifested by the absence of peaks at
f > 0.1. The spectrum for the July series (Figure 7b)
manifests more pronounced small-scale fluctuations
every 30–50 m. This small-scale variability contributes
to a larger magnitude in total variance of the July
series than the barely pronounced large-scale peak at
a similar frequency that dominated variance in the May
and November series (Figure 7a and c). The two
remaining spectra for corn yield and clay content
(Figure 7d and e) manifest the same dominating large-
scale variance that is observed for the May and November
water storage series.


Above, the degree of periodic coincidence in two PR
series measured at different depths was illustrated
with cross-spectral analysis. An additional statistical
measure is the coherency spectrum defined by (Shumway,
1988)
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Cohð f Þ ¼ Co2ð f Þ þ Q2ð f Þ
SAð f Þ SBð f Þ (11)


which – similar to the coefficient of determination in
regression analysis – quantifies the relationship between
two variables for the spectrum of different frequencies.
Coherency spectra for various combinations of the vari-
ables presented in Figure 6 are depicted in Figure 8. Com-
mon variance scales of 30–50 m dominate the coherency
between the May and July water storage series
(Figure 8a). However, a broader range of common fre-
quencies is obtained for the May and November series
(Figure 8a). While the soil water storage measured in
May and yield have many, not extremely pronounced
common frequencies, water storage in July is related to
corn yield only at scales above 100 m (Figure 8b). Water
storage measured in November varies consistently with
corn yield over large but also small common scales, and
there are a variety of different common scales between
clay content and yield (Figure 8c).


For two series, their common scales of variation are
quantified in the coherency spectrum. It is important to
note that spatial series separated by a longer time interval
can exhibit more common scale variability than those
observed over a shorter interval. For example, the water
storage series observed in May and November display
more common variability scales with corn yield than stor-
age measured in late July, which was close to harvest. The
physiological or functional relevance of a state variable
and its spatial pattern can prevail over much longer time
intervals and periods than is often assumed. Erroneous
assumptions about functional relationships can lead to

0.0 0.1 0.2 0.3 0.4 0.5
0.0


0.5


1.0


May 22 vs. Jul 26
May 22 vs. Nov 08


0.0 0.1 0.2


Frequency


0.0


0.5


1.0


S
qu


ar
ed


 c
oh


er
en


cy
 s


pe
ct


ru
m


 


Nov 0
Clay v


a


c


Spatial Variability of Soil Physical Properties, Figure 8 Coherenc
storage series measured on May 22, July 26, and November 08, resp
November storage and clay content versus yield (c), all measured i

measurements taken at closer, but functionally rather
irrelevant times.


Outlook
Frequency domain-based analysis provides many oppor-
tunities to study agrophysical processes in systems even
without any imposed treatments. Folorunso and Rolston
(1985) discovered soil water content to vary in wave-
lengths of 4–5 m. Moreover, these periodic fluctuations
coincided with the spatial pattern of greenhouse gas emis-
sions. An additional frequency component, caused by
water-soluble organic carbon was found in their study. In
their investigations of surface topography, horizon thick-
ness and density, Kachanoski et al. (1985a, b) detected
common wavelengths between 2 and 10 m length at
which variations in surface curvature, slope gradient, and
A-horizon mass occurred. When the same relationships
were investigated for the B-horizon, characteristic period-
icities were found again at 10-m wavelengths, but were
barely observable for shorter wavelengths that dominated
variability in the A-horizon.


The first two-dimensional application of spectral analy-
sis was performed by Bazza et al. (1988) who investigated
variation in soil surface temperature in a 6-ha field that had
previously been irrigated with water at different salinity
levels. Those prior treatments could not be laid out in
a random fashion but had to be arranged in a regular repet-
itive pattern. Perpendicular to the direction of different
treatments, soil temperature and salinity level exhibited
a close inverse relationship whose periodic coincidence
was obvious. On the other hand, along the differently
treated strips, soil temperature showed only minor and
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rather random variation. This was one of the first studies in
soil science in which treatments were laid out non-
randomly but in a cyclic spatial pattern.


Spectral analysis has also been applied to study crop
competition (Samra et al., 1993) and two-dimensional
vegetation patterns (Renshaw, 1997). Samra et al.
(1993) investigated the competing interactions between
Bhabbar grass planted in between rows of Eucalyptus
trees. Growth performance of Bhabbar significantly
differed depending on plant position relative to the tree
row. Moreover, little difference was observed in the
ecological impact of the trees on the grass in a dry year.
It is extremely hard, if not impossible, to imagine
a study in which these findings could have been derived
from samples taken randomly in a randomized treatment
experiment. Similar to ANOVA, Samra et al. (1993)
applied F statistics for the identification of significant
frequency-based variation components in their analysis
of power (ANOPO).


In a pine stand forest ecosystem, Böttcher et al. (1997)
investigated the spatial variation in solute input into the
ground water, i.e., sulfate concentration of canopy
throughfall. Their analysis revealed that the spatial pattern
of solute input proceeded in a spatially synchronous fash-
ion with the distributional pattern of pine canopy coverage
of the ground. Maximum sulfate concentrations were
found at the locations corresponding to the edges of the
canopies, minima in zones of maximum canopy coverage.
Note that the sulfate concentrations in the uppermost
ground water sampled in 1989 were stronger related to
the canopy coverage pattern than in 1993 due to more pro-
nounced canopy variation in younger trees.


Management-induced variation in crop growth is often
times an unintended effect that can be discovered by
frequency-domain analysis of integrative crop state vari-
ables. In their investigation, Wendroth et al. (1997) found
that the position of sprinklers in an almond orchard caused
systematic differences in almond tree growth, reflected in
trunk circumference. One-year yield observations would
not have obviously shown this cyclic and systematic
effect.


Tillage-induced horizontal variability has been ana-
lyzed with spectral techniques (Petersen et al., 1997;
Wendroth and Nielsen, 2002). In their study, Petersen
et al. (1997) detected periodic variation in dye patterns
as an indicator of flow at a frequency that corresponded
to the furrowwidth of the plow. The furrowwidth was also
one of the main factors causing horizontal variability in
soil chloride concentration and soil water content in the
study of Wendroth and Nielsen (2002). In addition, they
discovered that an additional cyclic impact corresponded
to the width of the plow.


Interestingly, the topographic curvature index and corn
grain yield varied coincidentally in a landscape morphol-
ogy study of Timlin et al. (1998). While yield maps in
subsequent years were temporally unstable, pronounced
surface curvature caused yield patterns to vary depending
on whether curvatures were convex or concave in shape,

and on whether the year was relatively dry or wet. More-
over, depth to fragipan caused yield fluctuations in dry
years.


Decomposition of soil water content variability, along
several transects and with depth, using spectral coherency
manifested strong relationships between the scale of vari-
ation at the surface layer and those at deeper soil layers in
a study by Cassel et al. (2000). The same analysis was
applied to detect common frequency-based variability
components during subsequent sampling dates. Relatively
large-scale fluctuations, at a scale of 50 m, dominated
common variability behavior in surface soil water content
measured at different times.


Recently, R.L. Fox’s idea of applying nitrogen not in
randomized plots but at continuously varying rates across
the landscape was applied in experiments of Shillito et al.
(2009) and Wendroth et al. (2011). The study of Shillito
et al. (2009) resulted in systematic differences in nitrogen
response of potato yield to the amount of nitrogen applied.
The regular and repetitive pattern of applied nitrogen evi-
dently showed nonunique response caused by systematic
soil variability. In the study of Wendroth et al. (2011), less
pronounced but still obvious differences in nitrogen
response of winter wheat were observed across a field with
sinusoidal nitrogen application. Spectral and another
frequency-based analysis, i.e., the wavelet spectrum,
revealed a strong periodic component at the treatment
scale, and in addition a large-scale component based on
soil textural differences manifesting a trend in soil quality
underlying the field investigated.


Experimentalists who intend to answer a question
related to scale and frequency of variation in a soil or crop
property, impact of surface topography, soil management,
and other sources of variation by using spectral analysis
need to remember that observations undergoing fre-
quency-domain analysis must be taken equally spaced.
Moreover, a prior assumption or investigation of funda-
mental wavelengths affecting the variability of observa-
tions needs to be seriously considered in the design of
the experiment. A process is under sampled if the shortest
periodic fluctuation is covered with just three observations
over a distance 2Dx where Dx is the basic sampling inter-
val, which would result in a spectral peak at a frequency
f = 0.5, the so-called Nyquist frequency (Davis, 1986).
The shortest periodic fluctuation needs to be covered by
more than three observations. As shown in the examples
of penetration resistance analyzed, measurements of dif-
ferent variables do not necessarily need to be taken at
exactly the same point. Observations undergoing
crosscorrelation and cross-spectral analysis can be taken
at the same location, or at locations along a parallel line
transect, at the same location but at a different depth, at
the same or a parallel location at a different time, etc.
Any combination of observations along a space or time
axis is possible. Prior to the analysis of the frequency
domain, autocovariance analysis needs to be employed
to identify the spatial or temporal representativity of
observations. The next step is to identify the spatial or
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temporal distance over which two variables are still mean-
ingfully related with each other, information that is
depicted in the crosscorrelogram. Still, in too many
agronomic and soil-related studies these two essential
characteristics of observations are disregarded, mis-
leading the investigators to conclusions about the lack
of relationships among the two or more variables
investigated.


In the original applications of Fourier-transform-based
analysis, time series analyses were applied to electric
signals, collected using data-logging devices, resulting in
significant power spectra that were not affected by data
shortage. In many soil science applications, especially in
the spatial domain, observed series may cover only
a limited number of waves. Nevertheless, new soil
sampling and sensor technologies provide increasing
opportunities for which frequency domain analysis is
the tool of choice (Pringle and Lark, 2007). Experiments
with a frequency-based layout of treatments – different
treatments should cover different wavelengths – allow
studying treatment response while discerning whether
underlying soil processes gradually alter the response.

Summary
According to the French mathematician J.B. Fourier
(1768–1830), any continuous single-valued function can
be represented by an infinite number of sinusoidal waves
of different length, amplitude, and phase. If the variance
of soil state variables taken across a spatial or temporal
domain is not random, it follows some pattern at various
scales, manifested as local trends. Managed soils often
exhibit a spatially cyclic variation in properties caused
by the repetitious pattern of management, e.g., row spac-
ing, wheel traffic, tillage, irrigation, and fertilization.
Landscape topography, pedogenesis, hydropedologic con-
ditions, and vegetation cause trends and curvature in the
spatial series of data observed over larger scales. The var-
iance in regularly repeating observation patterns and their
causal factors can be decomposed in spectral analysis.
Typical contributions to the variance are illustrated in the
power spectrum, which depicts the main frequencies,
periods, wavelengths, or scales over which variance
occurs. In a study of intensive soil tillage for tobacco,
spatial soil penetration resistance data series, measured
perpendicular to the main tillage direction and at
different soil depths, exhibited typical variation patterns
at different scales. Spectral and cross-spectral analysis
quantified cyclic variation components. Their typical
wavelengths varied with depth and could be linked to
different wheel traffic and soil management patterns. In
a landscape-scale study on soil water storage, soil texture
and crop yield, spectral analysis was helpful in detecting
different spatial patterns in soil water storage throughout
the year. Coherency spectra identified the main common
scales of variation. Typical variation scales for corn yield,
after a relatively dry growing season, were related mainly
to those for soil water storage measured when that

storage was relatively high. In order to predict significant
spatial patterns for important variates and their spatial
processes such as crop yield, optimum times for measur-
ing the distribution pattern of underlying soil state
variables can be identified using cross-spectral and
coherency analysis.
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Definitions
Different kinds of the surface area may be found in soil.
The geometric surface area is calculated on the data of
shapes and dimension of representative soil particles.
The internal surface area is the surface of inter walls of
the microcapillares (the term “internal surface” is usually
restricted in its application to those cavities, which have
an opening to exterior of the grains). The external surface
area is defined as the sum of geometric and internal surface
area. The interlayer surface area is the surface of interlayer
walls ofminerals of themontmorillonite type. The total sur-
face area is the sum of the external and internal surface
areas, as well as the surface area of organic matter.


The total, external and internal surface areas are the
main types of specific surface that can be used to charac-
terize each adsorbent. Sometimes other kinds of surface
area are invoked, but all of them are special cases of the
definitions given above.


Specific surface area of a soil sample is combined sur-
face area of all the particles in the sample, as determined
by some experimental technique and expressed per unit
mass of the sample, mostly in m2 g�1. As its definition
implies, term “specific surface area” is an operational
concept.


Introduction
Surface area is recognized to play a complementary part to
porosity in adsorption phenomena for a vast range of
solids. Solid phase of a soil is a mixture of different inor-
ganic constituents as nonporous materials of different size
and shape, porous materials with microcapillares or pores,
and phyllosilicates with the interlayer structure, as well as
organic species, mainly organic matter.


Methods of measurements of specific surface area
Physical methods
Direct physical methods for measuring specific surface
area (the crystallographic or geometric surface area) are
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based on light or electron microscopy and on X-ray dif-
fraction methods. All these techniques can be used to
determine the shape and dimensions of individual soil par-
ticles and, additionally to assess crystallographic structure
and interlayer spacing of clay minerals. Providing
that a characteristic particle size and shape can be deter-
mined, the specific surface area can be obtained from
mass–volume relationships. To estimate the specific sur-
face area of clay minerals, the structural formula and unit
cell dimensions must be known.

Chemical methods
The majority of chemical methods are based on measure-
ment of adsorption of polar and nonpolar gases, vapors or
dissolved molecules (Schofield, 1947; Everett and
Ottewill, 1970; Tiller and Smith, 1990; Chiou and Ruther-
ford, 1993; Sivapullaiah et al., 2008). The adsorbable
compounds used to determine specific surface area are
chosen on the basis of their molecular properties. Polar
adsorbates include water vapor, ethylene glycol, or
ethylene glycol monoethyl and they are employed to mea-
sure the total surface area. Typical nonpolar adsorbates are
nitrogen, argon, krypton and they are applied to measure
the external surface area. Nitrogen is commonly used as
the adsorbate because it interacts weakly with a broad
array of surface functional groups and therefore permits
for the determination of exposed area of soil.


The application of the physical adsorption of gases to
the estimation of the specific surface area of soils.


The physical adsorption is also called “the van der
Waals adsorption.” The adsorbate molecules are accumu-
lated at a surface in result of their physical interactions
with that surface. These interactions include: dispersion
forces (which are attractive in nature) and short-range
repulsive forces. In addition, there may exist forces
due to permanent dipoles within the adsorbed molecules.
The process of physical adsorption is reversible, the heat
of adsorption is low, and the thickness of adsorbed layers
may be a few molecular diameters of a gas molecule.


The amount of gas adsorbed per gram of solid, N,
depends on the equilibrium pressure, p, the temperature,
T, and also on the nature of the gas and solid. The adsorbed
amount at a constant T is called the adsorption isotherm
when the measurements were carried out at consecutively
increasing pressures, and the desorption isotherm, when
the adsorption data were obtained along decreasing pres-
sures branch. The amount of adsorbed, N, may be mea-
sured in any suitable units, i.e., grams or milligrams,
moles or millimoles, and cubic centimeter under normal
temperature and pressure (NTP) conditions. The adsorp-
tion isotherm is the most popular way to express the
adsorption data.


The isotherms start at the origin of the coordinates and
they end is at a nearly of the saturated vapor pressure. No
simple interpretation can be given to describe the main
part of the curve. The initial part of the isotherm is used

to obtain the surface area, whereas its end-part to evaluate
the pore structure of a solid body. A number of different
theories have been proposed for the interpretation of
adsorption data, but only a few equations have been found
to reproduce with a reasonable precision a large number of
experimental isotherms. The best known and probably the
most frequently used theory is that proposed by Brunauer,
Emmett, and Teller (BET). The BET theory not only leads
to a simple analytical equation (called the BET equation)
for the adsorption isotherm, but also provides the way to
classify the isotherm into five distinct categories. The
BET theory has proved remarkably successful in the cal-
culation of specific surface area of several isotherms, pro-
viding that they belong to an appropriate type
(specifically, to the type II), according to the BET classifi-
cation scheme. Other theory that also can be employed to
determine the specific surface area is that proposed by
Langmuir. The latter theory is usually applied to calculate
the specific surface area for the isotherms of type
I according to the BET classification.


The Langmuir equation describes localized monolayer
adsorption on a homogeneous surface. In has the form:


N ¼ Nm kp
1þ kp


(1)


In the above, N is the monolayer capacity, that is, the

m
amount of adsorbed molecules necessary to cover the sur-
face with a monomolecular film, and k is a constant.


In contrast to the Langmuir isotherm that characterizes
monolayer adsorption, the BET equation describes local-
ized multilayer adsorption on a homogeneous surface. It
reads:


N ¼ Nm xCBET


1� xð Þ 1þ CBET � 1ð Þx½ � ; (2)


where x = p/p0 is the relative pressure of a vapor ( p0 is the
saturated vapor pressure), and CBET is a constant, usually
called “the BET constant.” The range of validity of the
BET equation does not always extend to relative pressure
higher than 0.5.

Calculation of the specific surface area from
adsorption data
The surface area of soil samples is evaluated from adsorp-
tion–desorption isotherms as follows. The first step in the
application of the Langmuir or BET method is to obtain
the monolayer capacity, Nm. The second step is to calcu-
late the specific surface area from the value of Nm.


The monolayer capacity from Langmuir plot
A linear form of the Langmuir equation (the so-called


Langmuir plot) has the form:


p
N


¼ 1
Nmk


þ 1
Nm


p: (3)
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The parameters k and N can be directly evaluated

m
fitting experimental data by a straight line. If p/N data
are plotted against p, the resulting straight line slope, s,
gives s = 1/Nm and the intercept i � 1/k Nm. From the
above quantities, we obtainNm = 1/s and k = (1/(Nm) (1/i)).

The monolayer capacity from BET plot
The linearized form of the BET isotherm has the form:


x
N 1� xð Þ ¼


1
CBETNm


þ CBET � 1ð Þ
CBETNm


x: (4)


If x/N (1 � x) is plotted against p/p , a straight line

0
should result with the slope s = (CBET � 1)/Nm CBET and
the intercept i = 1/Nm CBET. From the above quantities
we obtain Nm and CBET, namely, Nm= 1/(s + i) and CBET
= (s/i) + 1. Note that the most reliable results are usually
obtained if the approximation is carried out within the
range of relative pressures of 0 < p/p0 < 0.35.

Calculation of the surface area
The second step is to calculate the surface area from the
dependence:


S ¼ NmM
�1Lo; (5)


where L is the Avogadro number (6.02 � 1023 molecules
per mole), M is the molecular weight of gas or vapor (in
gram per mole) and o is the molecule cross-sectional area
of an adsorbate molecule, expressed in m2 per molecule. If
Nm is obtained fromwater vapor isotherm and is expressed
in grams of water per gram of solid, o is 10.8� 10�20 m2


for water molecule then the specific surface area
S (m2 g�1) is S = 3,612 � Nm. One should note, however,
that in the case of porous (or “wiggly”) solids, the value of
Nm may depend on o, i.e., on the kind of the adsorbate.
This is quite obvious, because large molecules cannot
enter pores of a diameter smaller than their dimension,
whereas smaller molecules can probe such parts of the
adsorbent. Therefore, Nm increases with a decrease of o
in general. If the dependence between Nm and o has the
form of a power law, then the exponent can be interpreted
in terms of fractal concepts and the adsorbent may be
a surface fractal.

The molecule cross-sectional area
Emmett and Brunauer proposed that o should be calcu-
lated from the density of the adsorbate in the ordinary liq-
uid (or solid) phase. This leads to the formula:


o ¼ f M rL=ð Þ2 3= � 1016; (6)


where f is the packing factor and r is the mass density
of the bulk liquid. With the hexagonal close packing of
bulk liquid phase the value of f is 1.091 and if r is
expressed in kilograms per cubic meter, o is expressed

in square nanometers. For nitrogen as adsorbate at
�195�C o = 0.162 nm2.


The adsorption of water vapor is a complex process in
such sense that it is highly specific and thus it may appear
that the application of the BET equation to water vapor
isotherms in many cases will have no real validity. Early
works indicated that the value of the molecule cross-
sectional area is 0.106 nm2. McClellan and Harnsberg
(1967) given cross section surface areas of different mole-
cules adsorbed on solid surfaces.


Adsorption from solution
The adsorption of dissolved molecules from solution can
also be used to estimate the specific surface area of solid.
Usually, the adsorption isotherms obtained are classified
as the type I in the BET classification scheme and there-
fore the Langmuir model can be used. Several organic
molecules have been used to determine specific surface
area from Langmuir equation. Those are: organic dyes
(methylene blue, crystal violet), cationic surfactants
(cetylpyridinum bromide, CPB) or other compounds,
e.g., carbon tetrachloride, ortho-phenanthroline, and
so on.


Retention of polar liquids
Retention data of EG (ethylene glycol) and EGME (ethyl-
ene glycol monoethyl ether) can be used to estimate the
total (i.e., internal and external) surface area of expandable
clay minerals and soil organic matter because EG and
EGMEmolecules are able to penetrate the interlayer space
of clay minerals. This method also has been applied to nat-
ural soil. However, the use of the retention method is com-
plicated because the polar EG/EGME molecules exhibit
a tendency to form multilayers around exchangeable cat-
ions and, additionally, they undergo partition into soil
organic matter.


Other methods
More recently, new methods for soil-specific surface area
determination have been proposed. These methods are
based, among others, on the measurements of adsorption
of polyvinyl alcohol from aqueous suspension (Pagel-
Wieder and Fischer, 2001), investigations of the soil-
moisture potential (Filgueira et al., 2006), evaluation of
hygroscopic water content (Moiseev, 2008), and determi-
nation of fractal dimension of particle-size distribution
(Ersahin et al., 2006).


Specific surface area of mineral and organic solid
(soils and plants)
Specific surface area can be related to various chemical
and physical properties of soils (Zawadzki et al., 1971;
Gliński et al., 1988; Wilczyński et al., 1993; Petersen
et al., 1996; Theng et al., 1999; Stawiński et al., 2000;
Ferreiro et al., 2002; Sokołowska, 2004; Pennell, 2005;
Dolinar et al., 2007; Sivapullaiah et al., 2008).
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The relationships between the specific surface area and
some physical and chemical properties of mineral soils are
presented in Table 1 (modified from Sokołowska, 2004).


Dobrzański et al. (1977) found for 724 Polish mineral
soil samples a wide range of the specific surface areas
from a few to several hundreds m2 g�1. The relationships
between the specific surface area and the content of soil
fractions <0.02 (a),<0.002 mm (b), and the organic mat-
ter content (c) for these soils were expressed by:


R ¼ x1aþ x2bþ x3cþ w; (7)


where x1, x2 and x3 are the multiple regression coefficients
for the values a, b and c and w is a constant.


In particular, for mineral soils there exist a linear
relationship between specific surface area and the content
of the granulometric fractions. For the clay fraction the
correlation coefficient is very high (cf. Table 1 and
Figure 1). Similarly, for several soils, the specific surface
area is strongly correlated with the cation exchange capac-
ity and the correlation coefficient is again very high for
several soils (see Table 1 and Figure 2). There also exist
exceptions – poor correlations between those quantities
were reported (Martel et al., 1979) for very organic-
rich soils.


Soil organic matter is one of the import factors deter-
mining surface properties of soils and can also change
the value of the specific surface area. However, the effect
of the soil organic matter on the specific surface area is not
unequivocal in general (Sokołowska et al., 2009). No cor-
relation between the content of organic matter and surface
area were found (Feller et al., 1992; Sokołowska et al.,
2001; Sokołowska et al., 2002). The removal of organic
matter from soils may either lead to a decrease of the

Specific Surface Area of Soils and Plants, Table 1 Correlation
coefficients of linear regression between the specific surface
area (S) obtained from water vapor and nitrogen adsorption
data and selected properties of soils (data for 482 Polish
mineral soil samples)


Soil fraction (%)


Sorbat <0.02 mm <0.002 mm CEC (cmol·kg�1)


Soils formed from loess
S(N2) 0.519 0.705 0.589
S(H2O) 0.701 0.976 0.936
Soils formed from clay
S(N2) 0.720 0.656 0.542
S(H2O) 0.627 0.832 0.579
Soils formed from silt
S(N2) 0.547 0.679 0.673
S(H2O) 0.696 0.875 0.535
Soils formed from loam
S(N2) 0.805 0.792 0.666
S(H2O) 0.936 0.902 0.667
Soils formed from sand
S(N2) 0.561 0.641 0.425
S(H2O) 0.589 0.770 0.700


CEC cation exchange capacity

surface area (Sequi and Aringhieri, 1977; Pachepsky
et al., 1995) or to its increase (Sokołowska et al., 1993)
(see Figure 3).


The numerical value of the surface area found for
a given soil depends on which experimental method has
been used. There are two principal reasons for this very
important characteristic. First, the properties of the solid
surfaces in soils can often be altered during preparation
of the sample for a surface measurement. Second, if
a surface reaction is involved in the measurement of the
specific surface area, the data obtained reflect only charac-
teristics of the surface functional groups that participate in
the reaction, and provide information only about the solid
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surfaces that were reactive under the condition of the mea-
surement (Figure 3) (Purin and Murari, 1963; Everett and
Ottewill, 1970; Newman, 1983; Churchman et al., 1991;
Ferreiro et al., 2002). Frequently the nitrogen surface area
has been interpreted as the “external” surface, and the
water surface area as the “total” one. In most cases, the
total surface area exceeding the external one is measured.
For soil minerals the water surface area is higher than the
nitrogen surface area: for bentonite and zeolite about 10
times, for vermiculite more than 25 times, whereas for
the other minerals around 2–3 times.


For an ideal adsorption, the adsorption and desorption
isotherms should coincide (provided no phase transforma-
tions, e.g., a two-dimensional condensation within
a monolayer, occur in the system). However, in the case
of many experimentally measured isotherms one observes
that the desorption branch deviates within some range
of pressures from the adsorption one. When adsorption
and desorption data are plotted together, then the upper
curve corresponds to desorption, while the lower branch
indicates adsorption. This behavior is called adsorption
hysteresis. Adsorption hysteresis is very common.
Generally, hysteresis loop is connected with porosity and
their shape is determined by the character of adsorbent
and adsorbate and by the interactions between them
(Gregg and Sing, 1978; Ościk, 1982; Sing, 1982). Gener-
ally, the values of the specific surface area obtained from
adsorption and desorption data are different (Figure 2)
(Sokołowska, 2004).


The term adsorption presently used in the physical
chemistry for mineral adsorbents and soils, is not adequate
for organic soils, because the accumulation of gaseous
molecules occurs not only at surfaces, but they can also
enter the interior of organic phase, i.e., they can undergo
absorption. In such cases the term sorption is more appro-
priate. The term sorption embraces both types of phenom-
ena, adsorption and absorption.


The BET surface areas of the organic soils and other
organic materials, evaluated by using polar substances,

usually locate in high ranges of surface areas of mineral
soils (Mayer and Xing, 2001; Józefaciuk and Szatanik-
Kloc, 2003; Sokołowska et al., 2004b, 2008; Szatanik-Kloc
et al., 2009). Polar compounds (like EG) can partition into
soil organic matter and this should hamper their use for
measuring reliable value of specific surface area (Pennell
et al., 1995). For the surface area determined by the EG
method, the term “apparent surface area” was proposed,
while the surface area determined by N2-BET method was
called “the free surface area” (Chiou et al., 1990). The last
term corresponds to the interfacial area of a solid, which
exist before the adsorption and can be unequivocally mea-
sured by an adsorbate that does not change the structure of
the solid.


Conclusion
Two factors, surface area and porosity are recognized to
play complementary part in adsorption phenomena for
a vast range of solids. Specific surface area is an important
feature of soil. It characterizes both quantity and quality of
mineral and organic components and also their physical
and physicochemical properties. These properties treated
separately do not give such exact information about
the state of the soil as specific surface area. The idea
of estimate of the surface area is to find the number of
adsorbate molecules that cover the adsorbing surface as
a monolayer, and multiply this number by the area occu-
pied by a single molecule. The specific surface area is usu-
ally determined by adsorption methods. Therefore,
methods are needed for the rapid determination of the
specific surface area, especially in routine analysis.
Regression relationships (pedotransfer function) were
developed for the approximate estimation of the specific
soil surface area.
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Definitions
Isotopes. Atoms of the same element with differing num-
ber of neutrons, but with the same number of protons.
Stable isotopes. A particular grouping of isotopes that do
not undergo radioactive decay (thereby are stable).

Introduction
Isotopes offer a unique opportunity to have natural tracers
present in the ecosystem to track produced greenhouse
gasses (GHG; Climate Change: Environmental Effects)
through multiple scales. Isotopes are atoms of the same
element with differing number of neutrons, but with the
same number of protons. For example, carbon-12 (12C)
and carbon-13 (13C) are two naturally occurring
isotopes of carbon, both have six protons, except 12C
has six neutrons and13C has seven neutrons. This differing
number of neutrons leads to differences in the atomic
masses of the elements. There are two basic types of iso-
topes, which are grouped by their stability. The first group
of isotopes that do not decay are referred to as stable iso-
topes and those that do decay are called radioactive iso-
topes. Radioactive isotopes undergo radioactive decay
by which the unstable atom loses energy (emitting radia-
tion/ionizing particles). Radioactive isotopes are mainly
used for energy production (Ferguson, 2007) as well as
geological dating of materials (Arnold and Libby, 1949).
These radioactive isotopes can also be used in the evalua-
tion of greenhouse gas emissions, particularly in mecha-
nistic studies (e.g., Turnbull et al., 2006). However, the
main focus here is on the stable isotopes.


Isotopic compositions at or near natural abundance
levels are reported in delta notation (d), a value which is
in parts per 1,000 or per million (“%”). Delta values are
not absolute isotope measurements but rather differences
between sample readings and a reference material
(Table 1).


These reference materials are considered to have a delta
value of zero (d= 0%). Absolute isotope ratios (R) are
measured for both the sample and reference standard,
and then delta is calculated by the following equation:


dX per mil versus standard ¼ Rsample�Rstd


Rstd


� 	
� 1; 000 %½ �;

*All rights reserved

where X is the particular element and R is the ratio of the
atomic percentages of the heavier isotope to the lighter
isotope, e.g., for nitrogen this would be


R ¼ Atomic% 15N


Atomic% 14N


� 	
The major benefit to stable isotopes as opposed to

radioactive isotopes is that stable isotopes do not decay.
Since stable isotopes do not decay, their abundance is
not a function of time, which improves the use of the sta-
ble isotopes as tracers of GHG emissions. For many bio-
logical (microbial reactions, enzyme reactions, plant
respiration, etc.) and abiotic processes (diffusion, photoly-
sis, solution equilibrium, phase transitions, etc.), there are
differences in the reaction rates for different isotopes
(Galimov, 1985). These differences in reaction rates lead
to differences in the distribution of the isotopes in the
end products compared to the starting material, which is
referred to as fractionation (Hayes, 1982). However, this
fractionation can be a function of several variables (e.g.,
microbial species, temperature, substrate availability)
and presents a potential source of error in isotopic inter-
pretations (e.g., Morris et al., 2005). Recent observations
have also revealed the potential for water vapor flux frac-
tionation in addition to thermal and gravitational fraction-
ation in soil gas transport (Severinghaus et al., 1996).


Different sources of trace gasses often show character-
istic variations in their isotopic signatures, which allow
one to distinguish the sources of the GHG. However,
atmospheric sink reactions cause kinetic isotope fraction-
ations which contribute to the naturally occurring varia-
tions of isotopic composition and need to be accounted
for in global estimates (Kohen and Limbach, 2005). There
are approximately 250 known stable isotopes (Lajtha and
Michener, 1994). However, for GHG emission research,
the focus is predominately on isotopes of carbon, nitrogen,
hydrogen, oxygen, and sulfur (Table 1). In general, lighter
isotopes react faster than heavier isotopes (Kohen and
Limbach, 2005), although exceptions exist such as gravi-
tational fractionation where the heavier isotope is prefer-
entially settled by gravity (Gibbs, 1970). This small
difference in reaction rates (fractionation) between iso-
topes leads to differences in the isotopic signature of the
products as compared to the reactants. Provided the
amount of fractionation is known along with the reactant
and product isotopic distribution, the relative contribution
of different processes can be calculated from the changes
in the isotopic distribution.


The use of stable isotopes for mechanistic studies falls
into two different categories. The first are those that utilize
the natural abundance distribution (Table 1) to track pro-
cesses, which is referred to as natural abundance isotope
techniques. On the other hand, there are methods that
add amounts of the rarer isotope (typically the heavier iso-
tope) to the system under investigation to track the flow of
the element trough the system, which is referred to as iso-
tope tracer techniques.







Stable Isotopes in Evaluation of Greenhouse Gas Emissions,
Table 1 Abundances of stable isotopes of the major elements
for greenhouse gas studies. (Data taken from Rundel et al.
(1989).) Incidentally, all original supplies of both SMOW and
PDB have been used up and replaced by secondary standards
(U.S. National Bureau of Standards and International Atomic
Energy Agency)


Element Isotope Abundance (%) Reference material


Hydrogen 1H 99.985 Standard mean ocean water
(SMOW)2H 0.015


Carbon 12C 98.890 Peedee Belemnite (PDB)
13C 1.110 (Belemnitella Americana-


Peedee formation of
South Carolina, USA)


Nitrogen 14N 99.63 Atmospheric air
15N 0.37


Oxygen 16O 99.759 SMOWor PDB
17O 0.037
18O 0.204


Sulfur 32S 95.00 Canyon Diablo meteorite
33S 0.76
34S 4.22
36S 0.014
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Background
Presented is a very brief history of isotopic studies; for fur-
ther background on isotopes the reader is encouraged to
consult Clark and Fritz (1997), Kendall and Caldwell
(1998), and Kohen and Limbach (2005). As summarized
recently by Kaiser (2002), isotopes have a fairly recent
history. The initial research on stable isotopes was first
conducted about 50 years ago (nitrogen metabolism using
15N [Dugdale et al., 1959]). The first measurements of the
15N content of atmospheric nitrous oxide (N2O) were car-
ried out in the early 1970s (Moore, 1974) and it was
observed that stratospheric N2O was enriched in15N rela-
tive to troposphere N2O, an observation that is still con-
firmed today (Yoshida and Matsuo, 1983; Crutzen,
2001). These large-scale measurements were soon
followed by mechanistic studies utilizing isotopes for
N mineral cycling (e.g., Dugdale et al., 1959; Garber and
Hollocher, 1982). For C, the initial stable isotope work uti-
lizing 13C was not conducted until the late 1970s (e.g.,
Slawyk et al., 1977), partly due to the previous focus on
the radioactive 14C isotope (Kamen, 1963). The major
contribution of this early research was confirmation that
GHG (particularly N2O, methane [CH4] and carbon diox-
ide [CO2]) produced from different processes have differ-
ing isotopic compositions. These differences are the
foundation for the use of isotopes as tracers and results
in isotopic analyses being pivotal to numerous research
areas. Since we can quantify the differences in these stable
isotopes, they have an immense utility to the act as tracers
for various biogeochemical applications to study both
small as well as large global source–sink relationships
(Rundel et al., 1989).


The use of stable isotopes in research has paralleled
instrumentation improvements. Within the last 10 years,

new analytical techniques for determining intra-molecular
15N-site preference in the asymmetric N2O molecule have
been created (Toyoda and Yoshida, 1999), which has con-
tributed to substantial new insights into fundamental nitro-
gen cycling quantification (Mariotti et al., 1981; Baggs,
2008). Intra-molecular preferences have been made possi-
ble by instrumentation improvements such as the first
dual-isotope measurements (15N and 18O) (Wahlen and
Yoshinari, 1985; Kim and Craig, 1990; Kim and Craig,
1993; Röckmann et al., 2001). Isotopic measurements typ-
ically have required expensive and dedicated stable iso-
tope mass spectrometer systems in order to quantify the
isotopic compositions. Recent instrumentation advances
have eliminated this requirement with the use of tunable
diode and quantum cascade lasers in the early 2000s
(Petrov et al., 1998; Kosterev et al., 1999). These lasers
can be located in the laboratory or field setting. These
advancements have allowed coupling of isotopic data
along with eddy covariance data to allow real-time calcula-
tion of various isotope fluxes across diverse ecosystems
(e.g., Bowling et al., 2003; Schaeffer et al., 2008). Further-
more, these new analytical techniques allow isotopic ratios
to be monitored in real-time and without the periodic
sampling (in gas flasks or other containers) that was the
high-labor burden of initial work with isotope research.


When we refer to isotopes in the evaluation of green-
house gas emissions, there are two different scales of pro-
cesses. The first is large-scale emissions (global) and the
other is mechanistic determination of soil microbial pro-
cesses (small scale). These two approaches will be
discussed separately. However, these processes are not
separate since the mechanistic studies feed into the
global-scale studies.

Global-scale studies
As first noted back in the 1970s, isotope measurements
provide a means to constrain the global budgets of GHG
since different sources typically have different isotopic
signatures. Isotopes initially were utilized in global circu-
lations models in the 1980s focusing on the isotopes of
water with very coarse spatial resolution (Joussaume
et al., 1984; Grew et al., 1987; Stable Isotopes, Their Use
in Soil Hydrology). However, more recently isotopes have
been utilized in global top-down modeling approaches to
constrain the global GHG budgets, since isotope measure-
ments provide additional data to constrain these budgets.
A couple of examples of this are given below.


Isotopic signatures of atmospheric CH4 (d13C) were
recently used to more accurately constrain the contribu-
tion of atmospheric CH4 from vegetation. Back in 2006,
Keppler et al. (2006) presented results of a combination
laboratory and bottom-up modeling that feasibly showed
terrestrial vegetation as a yet unknown major contributor
to global CH4 budgets. From this research, they estimated
that this discovered source from terrestrial plants would
result in 62–236 Tg CH4 year


�1 contribution to the global
CH4 budget (10–40% of total global CH4 sources).
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However, Ferretti et al. (2007) utilized d13C data to illus-
trate through a top-down modeling approach that this
source of CH4 was significantly lower than Keppler
et al.’s (2006) estimates. From the isotopic data, both from
atmospheric sampling and ice core data, they restricted
this source down in the range of 0–42 Tg CH4 year


�1. Still
the CH4 from terrestrial plants is a source, but not to the
degree that was suggested by the upscale modeling
(bottom-up) of Keppler et al. (2006).


The isotopic signatures of N2O have advanced the
understanding of the contribution of various sources to
the global N2O budget (Baggs, 2008). However, major
complications exist in the ability to differentiate a true iso-
topic signal due to the variety of production/consumption
reactions that are possible in soils with the fractionation
factor being dependent on the rate of N2O reduction
(Vieten et al., 2007). There is also uncertainty in the size
of the global source for N2O from oceans (Bange, 2006)
as well as soils (Pérez et al., 2001; Conen and Neftel,
2007). Despite all the uncertainties, current estimates have
established closure of the N2O budget within an error of
10% (Houghton et al., 1994). Recent developments in
the isotopologues of N2O (or site preference for isotopic
substitution) have provided new insights in potential dif-
ferences between reaction pathways (Well et al., 2008).
Röckmann et al. (2001) have utilized this new research
data in the development of a refined model for the recon-
struction of the global isotopic average N2O source for
present and preindustrial atmospheres.

Mechanism level research
Soil is a complex system. Recent advancements in DNA
and RNA extractions from soils have improved our esti-
mates on the diversity and abundance of microbes in the
soil system. It has been estimated that up to 1,000,000
genomes exist per gram of soil (Chatzinotas et al., 1998;
Gans et al., 2005). Putting this into a more tangible anal-
ogy, there are more than 1016 microbes in a ton of soil
compared to a mere 1011 stars in our total galaxy (Curtis
and Sloan, 2005). This makes it clear, that the soil is
a very diverse and complicated system. Given these vast
populations, a daunting task is to assess soil microbial pro-
cesses. Further complicating matters, fewer than 1% of
soil microorganisms can be cultured in the laboratory
(Torsvik et al., 1990), leading to significant gaps in the
fundamental understanding of microbial mechanisms and
assessments of microbial functionality in the soil. How-
ever, soil microbial communities are instrumental in the
emissions of GHG from the soils (Conrad, 1996; Green-
house Gases Sink in Soils). A useful tool for the tracking
and detection of microbial functionality is the use of stable
isotopes in the assessment of microbial processes.


One particular application of stable C isotopes is in the
determination of the percent of CH4 being oxidized as the
gas migrates through the cover soils at a landfill site. Sta-
ble carbon isotopic methods, which rely on the difference
between the d13C of emitted CH4 compared to the d13C of

un-oxidized CH4 in the anaerobic zone (landfill), provide
an estimate of the fractional CH4 oxidation. In other
words, the percentage of CH4 that is oxidized during trans-
port through the landfill cover soil materials. Isotopic
methods have been developed over the last decade
and rely on the preference ofmethanotrophs for the isotope
of smaller mass (12C rather than 13C) (Liptay et al., 1998;
Chanton and Liptay, 2000). In general, d13C values
for un-oxidized CH4 in the anaerobic zone are from about
�57 to �60. However, when the CH4 undergoes oxida-
tion, these values undergo a positive shift to�35 or more,
due to themicrobial preference for the lighter isotope. This
methodology has been pivotal in the improved estimation
of the percent oxidation within landfill covers (Chanton
et al., 2009). Additional improvements in the methodol-
ogy are underway with the combined use of d13C
and d2H methods since the hydrogen isotope has
a larger relative fractionation factor in microbial processes
(e.g., Hackley et al., 1996). This is analogous to the
use of 18O in the N2O studies mentioned above and
should provide additional insights into the active micro-
bial mechanisms.


The most vital development in recent years in N2O has
been the research on isotopolgues and 15N site preference
for the elucidation of major microbial pathways of N2O
production/consumption in soils (Baggs, 2008). N2O is
produced by a series of biogeochemical reactions. The
most important are nitrification and denitrification
(Firestone and Davidson, 1989). Since these processes
are linked and use the same substrates, it is difficult to sep-
arate the contribution of each. Initially, it was assumed that
a high d15N indicated a denitrification dominated system
and a lower delta value indicated that nitrification domi-
nated (Boontanon et al., 2000). However, this approach
is problematic due to the wide isotopic variations (15N)
in the precursors of N2O (nitrate or ammonia), which
directly affects the distribution in N2O (Pérez et al.,
2000). Recent advantages in the dual-isotope methodol-
ogy and site preference measurements have aided our
understanding (e.g., Johnston et al., 1995). Pérez et al.
(2006) have observed different site preferences in
resulting N2O for nitrifying versus denitrifying bacteria
in incubations of Amazon forest soils. Sutka et al. (2006)
utilized site preference differences to demonstrate the
existence of two different nitrifying enzymatic pathways
for N2O production as well as the ability to detect denitri-
fication. Baggs (2008) presents a good review on the cur-
rent state of stable isotope research with N2O. Site
preference will be a useful tool in separating the microbial
influences on N2O production/consumption and poten-
tially aid to the determination of the overall N2O source
strength of soils. The advantage to site preference is the
lack of isotopic fractionation effects (Sutka et al., 2006)
that has complicated the straight stable isotope approaches
(Pérez et al., 2000). However, additional research is
needed to fully evaluate these initial observations and
results to be fed into the global-scale modeling effort to
ascertain the contributions of the various sources.
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Conclusions
The use of stable isotopes in tracking environmental pro-
cesses is a very powerful tool across multiple disciplines,
particularly in the quantification and tracking of GHG
emissions. Some of the most important advancements
in environmental research have utilized stable isotopic
data. This overview provided a brief introduction, but
by no means an exhaustive description, particularly in
light of the growth of the research in this field. Stable iso-
topes offer a unique means of assessing GHG emissions
from a variety of sources. However, as recent research
has demonstrated, the complexity of the soil system
and the number of simultaneous processes occurring
limit the straightforward application of stable isotopes
(e.g., Hayatsu et al., 2008), and the newer methods of
dual-isotope and position specific isotope preference
appear to be the future key into unlocking some the com-
plexity of the natural system. With these new-found
keys, we are gaining an increased knowledge of the
global GHG cycles. This knowledge is vital not only
for determining global GHG sources and sinks, but also
for the potential mitigation of GHG emissions, particu-
larly from soils. In other words, once we know the dom-
inant processes we can alter management decisions to
minimize sources.
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Synonyms
Stable nuclides in the soil–plant–water system

Definitions
Isotopes. One of two or more atoms having the same
atomic number (same chemical element) but different
mass numbers due to different numbers of neutrons in
their nucleus.
Stable isotopes. An isotope of an element that does not
undergo radioactive breakdown. Stable isotopes are
nonradioactive.
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Stable isotopes in soil hydrology. Stable isotopes used to
investigate soil–water interactions with the biological,
hydrological, and atmospheric spheres.


Introduction
The Greek term “isotope”was coined in 1913 byMargaret
Todd, a Scottish doctor and the British chemist Frederick
Soddy to describe elements occupying the same place in
the periodic table but with different atomic weights. In
1912, Joseph John Thomson proved the existence of sta-
ble isotopes: measuring the deflection of a stream of ion-
ized neon gas, induced by magnetic and electrical fields,
on a photographic plate. His assistant Francis William
Aston pursued these discoveries developing mass spec-
trometry techniques to separate isotopes. Research has
since continued on isotope properties and their character-
istics; however, it is the application of isotope techniques
and the information they can yield that has led to the most
revolutionary advances in many fields of science. Using
isotopes it is possible to trace the origin and pathway of
different entities or to characterize complex natural phe-
nomena, these techniques have been developed in
a range of disciplines from medicine, to cure disease to
earth sciences, using hydrology-based studies to solve
environmental problems. Recent advances have been
made using stable isotopes as high precision tools to
explore the complex soil–plant–water continuum
responding to the problems facing modern society such
as water scarcity and resource management by improving
water use efficiency (seeWater Use Efficiency in Agricul-
ture: Opportunities for Improvement), assuring food secu-
rity, and reducing environmental impacts such as diffuse
pollution and soil salinization (see Salinity, Physical
Effects on Soils).


Natural abundance of stable isotopes
A number of elements in the periodic table have one or
more stable isotopes with distinct concentrations in nature
or natural abundance. In soil water studies the isotopes of
interest are the isotopes of water itself (isotopes of oxygen
and hydrogen) or those of associated elements that are
dissolved in water (e.g., isotopes of nitrogen and carbon).
Oxygen has three stable isotopes: oxygen-16 (16O), oxy-
gen-17 (17O), and oxygen-18 (18O), and their respective
natural abundance on earth is 99.76%, 0.035%, and
0.2%. Oxygen-18 is usually preferred to oxygen-17 in
environmental studies, because it is more abundant and
therefore easier to measure.


Hydrogen has two stable isotopes: hydrogen (1H) and
deuterium (2H or D) with natural abundances of
99.985% and 0.015%, respectively. 18O and 2H are
extremely useful in hydrological studies, as they allow
the direct tracing of water pathways.


Nitrogen has two stable isotopes: 14N and 15N with nat-
ural abundances of 99.634% and 0.366%, respectively.
Carbon also has two stable isotopes: 12C and 13C with nat-
ural abundances of 98.9% and 1.1%, respectively.

Expression mode of stable isotope
Stable isotopes of an element are expressed as a ratio of the
rarer isotope to the abundant isotope (e.g., 18O/16O,
15N/14N, 2H/1H) as it is easier to measure isotopic ratios,
rather than absolute values. Isotope ratio analysis is tradi-
tionally undertaken using isotope ratio mass spectrometry
(IRMS), recently other successful spectroscopic tech-
niques have been developed. In natural abundance studies,
where there are minute differences, isotope ratios are
reported, referenced against international standards, in
delta (d) units, parts per thousand %. This is also called
the “isotopic signature” (Equation 1). The accepted refer-
ence for water is VSMOW (Vienna Standard Mean Ocean
Water) (Clark and Fritz, 1997; Hoefs, 1997).


d18Osample ¼
ð18O=16OÞsample


ð18O=16OÞVSMOW


� 1


 !
1000% VSMOW (1)


In environmental studies it is sometimes useful to trace an


artificially isotopically enriched source (e.g., fertilizer, irriga-
tion water), especially if there is no natural isotopic variation
in the different natural sources. Enrichments of the isotopes
are then expressed as atom% enrichments (Equation 2 exam-
ple for 15N) (Knowles and Blackburn, 1993).


%15N=Ntot ¼ 100
15N


15Nþ14N
(2)


If there is sufficient isotopic distinction of one element


(natural abundances or enrichment) between sources it is
possible to follow the pathways of the individual sources
in the environment, as the isotopic signature of the mixed
pool will be the result of the isotopic signature and contri-
bution of each component to the final pool, based on mass
balance equations. If there are only two sources and the
isotope values of all pools are known then it is possible
to quantify the contribution of each individual source to
the final pool, from the isotope values alone, using an iso-
tope mixing model. If there are three possible sources, an
additional isotope signature is required to resolve the
mixing model using this approach.

Specific properties of stable isotopes useful for
environmental studies
Small differences in physical and chemical reaction rates
caused by kinetic and equilibrium effects induce minute
variations in the isotopic ratios of both substrates and
products. The alteration in isotopic ratio between substrate
and product is called fractionation. The specific sensitivity
of isotopes during phase changes or reactions can be
exploited to track changes in the environment. For exam-
ple, during the process of water evaporation, the liquid
phase becomes preferentially enriched in 18O isotopes
compared to the vapor phase.


There are two main phenomena that lead to isotopic
fractionation: (i) isotope exchange reactions occurring at
equilibrium and (ii) kinetic processes.
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For reactions at equilibrium, modifications of the isoto-
pic signature are quantified by the fractionation factor a,
which is expressed as the ratio between the substrate and
the product (Equation 3).


a ¼ Rsubstrate


Rproduct
(3)


For example, for oxygen isotopes in the liquid water


(substrate) and vapor phase (product), the fractionation
factor a at equilibrium during the process of evaporation
(Majoube, 1970) is expressed as follow (Equation 4):


a18Owater�vapor ¼
18O=16Oð Þwater
18O=16Oð Þvapor


(4)


The fractionation factor between the liquid and vapor

evaporation effect


GMWL:


Warm regions


Cold regions
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Figure 1 The GMWL established by Rozanski et al. (1993) and
a schematic representation of the evaporation effect on the d2H
versus d18O ratio of collected water. Evaporation induces
a relative enrichment in d18O versus d2H compared to the
original rainfall sample. The slope value of the trend decreases
with increasing aridity.

phases during evaporation of water is temperature depen-
dent (Majoube, 1971). During evaporation of liquid water,
the isotopic ratio 18O/16O increases in the liquid phase
simultaneously inducing a depleted ratio in the vapor
phase of the atmosphere. This is of practical importance
when measuring isotopes in the Earth’s atmosphere as
the size of a cloud during rainfall is continuously
diminishing. This type of reaction is well described by
the Rayleigh equations (Clark and Fritz, 1997; Kendall
and Caldwell, 2000). Kinetic processes also occur in
nature due to incomplete and unidirectional reactions such
as evaporation, dissociation reactions, biological media-
tion, and diffusion (Hoefs, 1997), contributing to slight
global differences in isotopic signatures as predicted by
the fractionation factors at equilibrium.


Numerous natural phenomena induce the modification
of the isotopic signature of a considered element, allowing
further interpretations and quantifications of natural pro-
cesses and environmental tracing.


Factors influencing the isotopic signature of
rainfalls, a source for soil water
Precipitation is amajor input to the soil–plant–water system.
It is therefore important to understand the natural processes
influencing the isotopic signature of precipitation. Several
factors have an impact on the isotopic signature of precipita-
tion at the moment of its formation, such as temperature lat-
itude/annual temperature, season, distance to coast, altitude,
amount of rainfall leading to interannual variation, and
small-scale variations (Clark and Fritz, 1997; Mook, 2006).
Precipitation events can be individually traced in the
Soil–Plant–Atmosphere Continuum (qv) of a specific field
provided it has a distinct isotopic signature, which is the
result of the environmental effects described above. There-
fore, prior to starting any isotopic measurements, it is
recommended to be aware of impact of such site-specific fac-
tors on isotope ratios, especially temperature.


A clear relationship has been established between d18O
and d2H in rainfall collected at different locations on
Earth, known as the Global MeteoricWater Line (GMWL,
Craig (1961)). It is also possible to establish a local

relationship (LMWL) at the site of measurement by
collecting precipitations. Comparing the isotopic signa-
ture of collected soil water samples to the GMWL or the
established LMWL allows determining the occurrence of
evaporation (see Figure 1).


The use of stable isotopes in soil hydrology
Soil hydrology is a vast and complex domain, where water
acts as the vector to transport dissolved nutrients, chemical
compounds, and pollutants (see Solute Transport in Soils)
in a medium interacting with the biological, hydrological,
and atmospheric spheres (see Soil Water Flow). Water is
also essential for assuring plant growth and facilitates the
absorption of nutrients.


In the soil–plant–water system hydrological mass bal-
ance, the water inputs (qvWater Budget in Soil) are precip-
itation and/or irrigation, while the outputs are runoff,
downward percolation and Evapotranspiration (qv), the
combination of both soil evaporation and plant transpira-
tion. Improving SoilWaterManagement (qv) by optimizing
the hydrologic mass balance (qv Water Budget in Soil ) in
the soil-plant-water system is the key to solving many
pressing environmental problems related to soils such as:
(i) reducing diffuse pollution due to diluted nutrients or pol-
lutants (qv Leaching of Chemicals in Relation to Soil Struc-
ture), (ii) improving Water Use Efficiency in Agriculture:
Opportunities for Improvement (qv) and nutrient uptake
by plants in cropped area to assure food security, (iii) reduc-
ing the water erosion, and (iv) reducing soil salinization
(qv Salinity, Physical Effects on Soils). Therefore, there is
a need to improve the knowledge of the driving processes
associated to water such as Evapotranspiration, leaching,
and plant water and nutrient uptake.
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Stable isotopes of water (18O and 2H) are tools that can
be used in association with conventional methods to
explore (i) water movement in the Soil–Plant–Atmo-
sphere Continuum (qv), which includes impacts of man-
agement on downward percolation, runoff, soil
evaporation, and plant transpiration; and (ii) the origins
of soil water coming from precipitation, irrigation,
groundwater capillary rise, river, and marine intrusion.


Previous research studies have specifically used isotopes
of water (18O and 2H) to investigate water mechanisms, ori-
gins, and pathways within the soil–plant–water system.


Some studies have used the isotopic signature of soil
water of bare soils to model soil water flux: percolation
(see Layered Soils, Water and Solute Transport) and evap-
oration (see Laminar and Turbulent Flow in Soils) as
shown on Figure 2 (Allison et al., 1983; Barnes and
Allison, 1984, 1988; Barnes et al., 1989; Barnes and
Turner, 2000). Based on these models, it is possible to
understand complex problems driven by water flux such
as soil salinization (qv Salinity, Physical Effects on Soils),
for example, Grunberger et al. (2008).


The percolation of precipitation through soil can be traced
by comparing the isotopic signature of soil water with the
signature of collected precipitation, for example, Gazis
et al. (2004). This approach is useful to determine risky
periods for diluted nutrient leaching in cropped area, for
example, Macaigne (2007).

vapour transfer layer
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Figure 2 Schematic representation of the isotopic signature of
soil water (d18O or d2H) along the soil profile. An isotopic peak
delineated the vapor transfer layer from the mixed transfer layer
as described in Barnes et al. (2000).

The isotopic signature of 18O and 2H in water extracted
from soils and plants helps in characterizing plant water use
and determining the influence of plants at a catchment scale
perspective, especially the impact of deeply rooted trees on
the hydrological cycle (Dawson and Ehleringer, 2000).


Specific studies have investigated plant transpiration
from plant tissue as reviewed by Barbour (2007).
Gas exchanges in ecosystems such as transpiration and
CO2 flux can also be studied with 18O and 13C (Yakir
and Sternberg, 2000). Furthermore, soil evaporation (E)
can be separated from plant transpiration (T) in the evapo-
transpiration flux (ET) based on isotopic measurement of
18O and 2H in soil water associated with soil water mass
balance (Hsieh et al., 1998); or with more complex trans-
port models integrated heat (see Coupled Heat and Water
Transfer in Soil ) and kinetic effects on the isotopic frac-
tionation factor (Braud, 1995; Braud et al., 2005a, b); or
with measurements of the ET flux (Wang, 2000; Yakir
and Sternberg, 2000; Williams, 2004; Yepez et al., 2007)
(see also Stomatal Conductance, Photosynthesis, and
Transpiration, Modeling). Since transpiration reflects the
true plant water use, separating E from Tcan help develop-
ing knowledge-based management strategies for improv-
ing water use efficiency in cropping systems.


In conjunction with 18O and 2H, other stable isotopes
are used to characterize specific problems such as nitrate
leaching and plant resistance to drought (qv Drought
Stress, Effect on Soil Mechanical Impedance and Root
(Crop) Growth). Movements of nutrients such as nitrate
in the soil-plant-water system can be explored with nitro-
gen 15 (15N) (Knowles and Blackburn, 1993). A slight
enrichment in 15N in the fertilizer allows investigating
the fraction of fertilizer recovered by the plant (IAEA-
TCS-29/CD, 2008). These and similar techniques have
been widely used to test the efficiency of agricultural prac-
tices and biological nitrogen fixation (BNF) (Hardarson
and Broughton, 2003). It is also possible to investigate
NOx gas emissions and nitrate removal from agricultural
catchments to improve land management, for example,
Zaman et al. (2008). Since 18O is also present in phos-
phates (PO4), it can be used to identify phosphate sources
in aquatic systems coming from waste water, fertilizer, or
plant effluent (Young et al., 2009). Drought Stress, Effect
on Soil Mechanical Impedance and Root (Crop) Growth
(qv) has also been well explored by using
a methodology based on the isotopic 13C signature
also called carbon isotopic discrimination (CID) (Far-
quhar et al., 1988; Condon et al., 1993; Dercon et al.,
2006).


Summary
Specific properties of stable isotopes can be exploited in soil
hydrology to investigate and understand complex mecha-
nisms and to identify the origins of water. The isotopic signa-
ture of individual precipitation events determined by
temperature and other natural effects allows tracing its path-
ways in the soil–plant–atmosphere system. The use of
stable isotopes (18O and 2H, 15N, 13C) associated to models
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and/or conventional measurements gives greater certainty to
measurements and leads to better understanding of the com-
plex mechanisms related to soil water phenomena such as
water percolation, leaching, and soil salinity and plant-
related factors such as resistance to drought, evapotranspira-
tion, and water use efficiency.
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Definition
According to EN 45020:2006 (EN – European Standard),
standardization is an activity of establishing, with regard
to actual or potential problems, provisions for common
and repeated use, aimed at the achievement of the opti-
mum degree of order in given context.


There are two notes that complete the definition and
explain the aim of standardization in the same standard:


(a) Note 1. In particular, the activity consists of the pro-
cesses of formulating, issuing, and implementing
standards.


(b) Note 2. Important benefits of standardization are
improvement of suitability of products, processes,
and services for their intended purposes, prevention
of barriers to trade and facilitation of technological
cooperation.


Standardization in agrophysics is realized on three
levels:


– International level – ISO standards (ISO – Interna-
tional Organization for Standardization)


– Continental level – for instance EN – standards in
Europe


– National level – for instance DIN (German Standards),
BS (British Standards), or PN (Polish Standards)


Because agrophysics is an interdisciplinary science, the
agrophysical standards are published by different

Technical Committees (TC). Considering ISO the follow-
ing TC should be mainly taken into consideration (in the
order of significance):


– TC 190 Soil quality – the most important
– TC 23 Tractors and machinery for agriculture and


forestry
– TC 134 Fertilizers and soil conditioners
– TC 182 Geotechnics


After reviewing the agrophysical literature, it should be
stated that agro-physicists relatively seldom use the stan-
dards in their methodology and that great effort should
be made to develop new and much needed agrophysical
standards.
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vocabulary.
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STEADY FLOW


The condition in which flow velocity do not vary with
time.

STICKY


Having the property of adhering or sticking to a surface.

STOCHASTIC MODEL


Models based upon the concept that the variable of interest
is represented by variablility or uncertainty in the input
values and the output represents probability distributions
functions.
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STOKES’ LAW


Law that defines the settling velocity of a particle based on
its density and size.
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(INRA), Thiverval Grignon, France


Definition
Stoma. Stomata are small pores on the epidermis of plant
leaves. The aperture of the pore is controlled by the con-
formation of the two guard cells surrounding the pore.
When the guard cells are relatively flaccid, the stomatal
pore is nearly closed, and when they are turgid, it is open.
Stomatal conductance. Stomatal conductance expresses
the aptitude of stomatal aperture to control gas exchanges
from or into the leaf.
Photosynthesis. Photosynthesis is a plant process that con-
verts atmospheric carbon dioxide into more complex
organic compounds, especially sugars, using energy from
sunlight.
Transpiration. Transpiration is water taken up from the
soil and lost through the stomata in the leaves. This loss
of water as vapor through stomata is directly related to
the degree of stomatal opening, the supply of water to
the leaves, and the evaporative demand of the atmosphere
surrounding the leaf.


Introduction
Modeling, like scientific observation and experimenta-
tion, is a method for increasing our understanding of
cause-and-effect relationships. It requires classifying the
processes involved according to importance, which results
in the creation of a simplified reality. The modeling
approach selected for a given problem depends on implied
objectives, which can be expressed as a combination of
precision, generality, and reality (Levins, 1966).


In order to utilize water resources effectively, and to
quantitatively evaluate plant production and interaction
between the vegetation and the environment, we need to
model mass and energy-exchange processes within the
soil–plant–atmosphere system through stomatal conduc-
tance, photosynthesis, and transpiration. The processes
of transpiration and photosynthesis are closely related
since they are regulated by the same stomatal feedback
control mechanism. This feedback mechanism constantly
modifies the conductance to water vapor and carbon diox-
ide exchanges in response to changing environmental con-
ditions. The use of mechanistic models is ideally suited for
gaining a better insight into the integrative behavior of the
soil–plant–atmosphere system.


Stomatal conductance
Stomata have evolved physiological control mechanisms
to satisfy the conflicting demands of allowing a net carbon
gain by leaves while restricting water loss to acceptable

levels, under a range of environmental conditions. There-
fore, it is very important to understand responses of sto-
mata to environmental factors and to simulate stomatal
conductance. In these aspects, numerous researchers have
contributed to the study, and important advances have
been achieved in understanding and mathematically
modeling the physiology of stomatal movement (Jarvis,
1976; Cowan, 1977, 1982; Ball et al., 1987).


Jarvis (1976) presents an early empirical model in which
stomatal resistance is estimated as multiplicative response
functions of environmental variables (solar radiation, leaf
temperature, water vapor pressure deficit) and soil or leaf
moisture status. The environmental dependences are
assumed to be separable, so that the dependence on each
environmental variable is described by an individual
response function which varies between 0 and 1. Predicted
values of stomatal conductance are derived as the product
of the maximum stomatal conductance and each of these
functions. This approach is often employed in various
forms for different vegetation surfaces; it is mainly guided
by the concern to keep the number of physical variables
low, while preserving the main mechanisms controlling
the opening and closingmovement of the stomata. The gen-
eral problem arising with this approach is its specificity to
particular vegetation–climate systems and parameters, such
as the maximal stomatal conductance, or the sensitivity of
stomatal conductance to environmental variables, and it
must be therefore constantly readjusted to fit a particular
vegetation type or prevailing condition.


Cowan (1977) is one of the first to analyze the role of
stomatal conductance in regulating the balance between
transpiration and net uptake of CO2 for photosynthesis,
in order to assess the transpiration-use efficiency (amount
of C gained per water used). He considers functional and
theoretical constraints that are presumably major factors
in the evolution of the regulatory mechanisms of stomata,
and he proposes to link stomatal control to an optimization
between changes in assimilation and transpiration
(Cowan, 1982). The mechanistic basis of this theory
remains unresolved. The reason for this is that while
diffusion is a well-defined physical process, and photo-
synthesis is essentially a reaction involving identifiable
molecular components including CO2, stomatal function
is a control process depending on numerous feedbacks
between poorly defined physiological and biochemical
processes. Numerous empirical models of stomata behav-
ior are developed on the basis of these experimental and
observational studies. The model proposed by Ball et al.
(1987) and later extended by Leuning et al. (1995) which
links conductance to photosynthesis received wide
attention and applications. This model expresses the
dependence of stomatal conductance on net carbon
assimilation, relative humidity or vapor pressure deficit,
and leaf CO2 concentration. The great interest in this
approach relies on the opportunity to integrate it in general
circulation models by coupling stomatal conductance
transpiration and CO2 concentration for predicting
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greenhouse gas–induced climate change. It is also advan-
tageous because the dependence of stomatal conductance
on various factors can be achieved indirectly through their
effects on photosynthesis since the model operates as
a function of carbon assimilation. Correct parameteriza-
tion of the model provides close agreement between sim-
ulated and observed stomatal conductance values and
carbon assimilation rates. However, the empirical nature
of this model makes it difficult to extrapolate it into differ-
ent environmental conditions. For example, the effect of
soil water stress on stomatal conductance is not explicitly
included in this model.


To account for the dynamic response of stomata to the
competing atmospheric demand and supply of water to
leaves Tuzet et al. (2003) developed a model which fully
couples stomatal conductance, water transport through
the plant and soil, CO2 assimilation, and the leaf energy
balance. In this model, the parametrization of stomatal
conductance is a variant of the Ball–Berry model which
includes the responses of stomata to leaf water status. This
stomatal feedback control mechanism is activated by the
level of leaf water potential. It is expressed in terms of sto-
matal sensing of the soil water uptake, via changes in the
gradient of water potential between the leaves and roots.
An empirical logistic function is used to describe the sen-
sitivity of stomata to leaf water potential. In this approach,
water uptake by the roots is calculated dynamically to get
the detailed distribution of water near the roots. This pre-
cise description is particularly important as the soil dries
out because of the strongly nonlinear relationship between
the moisture content and the hydraulic conductivity,
which affects the water transport from the bulk soil to
the root surfaces. This new scheme calculates directly
the effects of supply and loss of water by leaves on stoma-
tal conductance, an approach also adopted by Williams
et al. (1996) and Grant et al. (1999).

Photosynthesis
Photosynthesis is the process of converting light energy to
chemical energy and storing it as carbohydrates. This pro-
cess occurs in plants and some algae. Plants need light
energy, CO2, and H2O to make sugars. Photosynthesis
takes place in the chloroplasts and involves the intercep-
tion of light energy and its conversion to chemical energy
in the intermediates of high chemical potential, which are
then used to drive the catalytic fixation of CO2 into sugars
and others compounds. Photosynthesis is not a single reac-
tion; rather, it is composed of many individual steps that
work together with remarkably high overall efficiency.
Despite this complexity, there are several key biochemical
processes that allow simplification in photosynthesis
modeling.


Over the past 25 years, models of photosynthesis inte-
grated to the leaf level have progressed from a collection
of partial process models to an integrated mathematical
form, with an undeniable dominance of Farquhar, von
Caemmerer, and collaborators in the process. Today almost

all mechanistic models of leaf photosynthesis are based
on the kinetic properties of the enzyme Ribulose-1.5-
bisphosphate (RuBP) carboxylase/oxygenase (RuBisCO).
This enzyme is used in a dark reaction to catalyze the first
major step of carbon fixation and the competing reaction
of RuBP oxygenation. This reaction does not directly need
light to occur, but it does need the products of the light reac-
tion: ATP (Adenosine Triphosphate) andNADPH (Nicotin-
amide adénine dinucléotide phosphate). The dark reaction
involves a cycle called the Calvin cycle in which CO2 and
energy from ATP are used to form sugars.


According to the model (Farquhar et al., 1980;
Farquhar and von Caemmerer, 1982), the net rate of
carbon assimilation is the carbon fixed by the rate of
RuBisCO carboxylation minus the carbon released by
the photorespiratory cycle (half the rate of RuBisCO oxy-
genation) and minus day respiration (CO2 release occur-
ring in the light other than that of photorespiration).
Farquhar’s model assumes that for C3 plants, the rate of
RuBisCO carboxylation is limited by the slower of the
two processes: (1) the maximum rate of Rubisco-
catalyzed carboxylation (Rubisco-limited) or (2) the
regeneration of RuBP controlled by the electron transport
rate (RuBP-limited). The rate of regeneration of RuBP is
dependent upon the concentration of the high-energy
nucletides ATP and reduced NADPH, both of which
dependent on photochemical energy supply, which is
controlled by Photosynthetic Photon Flux.


At the level of the individual C3 leaf, Farquhar’s model
enjoys general acceptance, and it is widely used to inter-
pret leaf-scale photosynthesis data. However, consider-
able skill is needed in using it for a plant canopy.
Although the big-leaf approximation is successful for
modeling evapotranspiration for plant canopies, the same
approximation may be erroneous for photosynthesis
because of the additional leaf internal control on carbon
assimilation. From this perspective, the big-leaf methodol-
ogy needs to be further examined using experimental data.
Many studies demonstrate successful use of Farquhar’s
model at the canopy level using other approaches such
as vertical integration against radiation gradient
(Baldocchi, 1993) and separation of a canopy into sunlit
and shaded portions (Norman, 1993; De Pury and
Farquhar, 1997).

Transpiration
Transpiration is the process by which water is taken up
from the soil and lost through the stomata in the leaves.
It is only a part of the total evaporation that may occur
from vegetation. In transpiration, water flows through
the plant in response to physical forces. There is
a decreasing water potential from the soil to the roots, up
through the xylem and leaves, and out into the atmo-
sphere. Therefore, water moves by bulk flow in response
to water potential gradients, pulling water from regions
of high water potential toward areas of lower water poten-
tial. The atmosphere, even with only small humidity
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deficits, is a large sink for water vapor and draws water
away from the leaves through the stomata, thus allowing
cooling of the leaf surface in the evaporating process.


The driving force of water through the plant is deter-
mined by factors such as solar and atmospheric radiations,
wind speed, temperature, and air humidity. In the air
spaces within the leaf, the liquid water becomes vapor. If
the stomata are open, water vapor will usually diffuse into
the atmosphere because of the relative dryness of the
atmosphere compared to the near saturation inside the leaf.


The flow of water through the transpiration stream can
be thought of in terms of supply and demand. Most of the
time, water lost through transpiration is replaced by water
absorbed from the soil by the roots. Short-term water def-
icits can occur in plants even when there is adequate soil
water available. This can occur if the atmospheric demand
exceeds the capacity of the roots to meet it. These deficits
can be partly made up for by the closure of stomata. We
can say that transpiration processes depend on biologi-
cally mediated responses to aerial and soil environments
that can, in turn, exercise feedback effects via the plant
on the energy balance, turbulent exchanges, and air char-
acteristics (temperature and humidity), thereby determin-
ing the state of the environment itself. Therefore, the
prediction of transpiration fluxes under changing climates
involves suitable models describing the complex interac-
tion of plant and environmental variables.


For many decades, transpiration models based on the
energy balance were mostly derived from the Penman
equation (Penman, 1948). Priestley and Taylor (1972)
show that transpiration is a rather conservative variable,
which can be determined primarily by the available
energy. Combined with temperature and vapor pressure
deficit, they obtain good results for well-watered vegeta-
tion. Monteith (1965) enlarges the Penman model with
a stomatal conductance model. However, the use of sim-
plistic approaches often fails to account for a number of
interacting effects such as energy balance and soil water
availability. More sophisticated approaches are proposed
to account for interactive effects and to view the water
transfer system in the three domains of soil, plant, and
atmosphere as a whole. This need for a soil–plant–
atmosphere continuum (SPAC) approach was first recog-
nized by Philip (1966) and Cowan (1977) and by many
other authors later. In these models, root water uptake is
determined by a potential transpiration calculated from
atmospheric conditions and a reducing function, which
depends on the mean soil water content. Use of mean soil
moisture content, rather than the value near to the roots,
may lead to incorrect values for the resistance to water
flow in the soil. Furthermore, the spatial distribution in
moisture content also changes through the day, and hence
the dynamics of water flow to the roots will not be cap-
tured when mean soil moisture content is used to calculate
soil hydraulic resistance. To overcome this deficiency, the
model of Tuzet et al. (2003, 2008) uses Richards’ equation
for water flow from the soil to the roots, rather than using
soil hydraulic resistances. Plant water relations are

modeled as an analog to a simple electrical circuit includ-
ing plant hydraulic resistances and plant capacitance. This
approach ensures a complete coupling between stomatal
conductance, plant energy balance, transpiration, and
water transport in the soil–plant–atmosphere continuum
and describes the dynamics of the different water fluxes.

Summary and conclusions
To survive and grow, plants must take up carbon dioxide
through the stomata while avoiding desiccation and death.
Stomata play a pivotal role in regulating water loss and
CO2 uptake by plant leaves. The degree of regulation
varies continually in response to changing environmental
factors such as light intensity, leaf temperature, water
vapor pressure deficit, CO2 concentration, and soil or leaf
water status. Therefore, understanding stomatal behavior
must involve a description of the coupled processes of leaf
energy balance, transpiration, photosynthesis, and the
dynamics of water transport within the soil and plant.


The development of such models is important not only
in improving water use efficiency of cropland but also in
studying the interactions between the vegetation and the
atmosphere under variable climatic environmental
conditions.
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management systems. (Data from Franzluebbers et al., 2001.)
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Definition
Soil porosity is the volume of soil not occupied by solids
and can be filled with air or water. Volume of soil pores
and concentration of organic matter are greatest nearest
the soil surface and decline with depth. This characteristic
is typical of undisturbed soils under grassland, forest, and
conservation-tilled cropland. Soil porosity is strongly
linked to soil organic matter concentration.


Soil organic matter and soil porosity stratification
Soil is an essential natural resource that provides several
important ecosystem functions, e.g., medium for plant
growth, regulation, and partitioning of water flow in the

environment, and an environmental buffer in the forma-
tion, attenuation, and degradation of natural and xenobi-
otic compounds. A favorable balance between solids and
voids in soil is needed to optimize air exchange, to allow
plants to extract water, and for soil to store water in pores.
In addition, the organic contents of soil are vitally impor-
tant in providing energy, substrates, and the biological
diversity necessary to sustain many important ecosystem
functions.


The soil surface is the vital interface that (1) receives
much of the fertilizers and pesticides applied to cropland,
(2) receives the intense impact of rainfall, and (3) partitions
the flux of gases into and out of soil. Optimizing porosity
and organic matter content of surface soil is necessary to
optimize soil functioning, since characteristics at the soil
surface oftentimes control functions deeper in the soil.
As well, the soil surface is the most dynamic portion of
soil that can be manipulated by management, and there-
fore, is the most sensitive to damaging or enhancing
activities.


As soil organic matter increases, soil porosity also
increases (Figure 1), in response to the positive effect of
organic matter on soil aggregation, tilth, and biopore
development (Kay and VandenBygaart, 2002). The degree
of soil organic matter stratification can be viewed as an
indicator of soil quality or soil ecosystem functioning,
because surface soil organic matter is essential for erosion
control, water infiltration, and conservation of nutrients
(Franzluebbers, 2002).


Surface enrichment in soil organic matter and an
improvement in soil porosity are dependent on (1) contin-
uous surface residue cover and (2) minimal traffic, espe-
cially under wet conditions. Lack of residue cover and
exposure of soil to high-intensity rainfall leads to poor
aggregation, reduced plant-water availability, erosion,
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off-site sedimentation, and poor water quality, of which,
all are characteristics of poor soil quality.


On cropland, soil organic C is uniform with depth when
using traditional, inversion tillage systems (Figure 2).
However, with conservation-tillage management (systems
that leave >30% residue cover on the surface with mini-
mum tillage, reduced tillage, mulch tillage, ridge tillage,
or no tillage), soil organic C becomes concentrated at the
soil surface and declines with depth (Figure 2). Pastures
in a warm, humid climate are capable of increasing sur-
face-soil organic C even more than under cropland
(Figure 2). Perennial pastures encourage surface-soil
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Figure 2 Soil organic carbon as a function of depth and
management on a Typic Kanhapludult in Georgia. (Data from
Schnabel et al., 2001.)
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in Georgia. (Data from Franzluebbers and Stuedemann, 2008).
Note: Bulk density of 1.1, 1.3, and 1.5 Mgm�3 would correspond
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organic matter accumulation due to increases in C input
(a longer growing period than most annual crops that fix
C in plant biomass and greater transfer of C to an extensive
root system) and decreases in C output (reduced decompo-
sition due to lack of soil disturbance, more thorough soil
drying, and large proportion of substrates at the soil
surface).


Soils under conservation-tillage cropland generally
have lower soil porosity (conversely higher bulk density)
in much of the previous “plow layer” than under conven-
tionally tilled cropland (Figure 3), except at the soil sur-
face with very high organic C concentration and
consequently high soil porosity. Loss of porosity at depths
below the soil surface with conservation tillage is
often associated with changes in pore size distribution
(Kay and VandenBygaart, 2002). Volume of macropores
(>30 mm) usually decreases with conservation tillage
(such pores are temporarily built through the loosening
action of inversion tillage implements). However,
biopores (rounded pores >500 mm) often increase with
increasing number of years under conservation tillage.
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indicate significant differences (p < 0.05). n number of
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Kay and VandenBygaart (2002) suggested that stabilized
pore size distribution can only be expected with at least
15 years of conservation tillage.


Stratification ratio of soil organic matter has been cal-
culated in several soils as an indicator of soil ecosystem
functioning. Soils with high stratification ratio under
long-term conservation-tillage cropland or under grass-
land often have greater water infiltration, lower soil loss
from erosion, and lower nutrient loss in runoff than soil
with low stratification ratio under conventional, inversion
tillage (Franzluebbers, 2008). From a compilation of

water catchments with relevant data in the USA, water
runoff and soil loss were lower in conservation-tillage
cropland and grasslands than in conventionally tilled crop-
land (Figure 4). The effect of stratified organic matter is
often greater on soil erosion control than on water runoff,
since water can fill pores and runoff, but soil is stabilized
with high organic matter even with excess rainfall.


Stratification ratio is calculated from the concentration
of soil organic C at a sampling depth near the soil surface
divided by the concentration of soil organic C at
a sampling depth near the bottom of the “plow layer”
(Figure 5). The depth increments for sampling are some-
what arbitrary at this point, until greater definition can be
established as to what the impact of different sampling
depths might be on predicting soil ecosystem functioning.
Various numerator-depth increments sampled have been
0–3, 0–5, and 0–6 cm, while denominator-depth incre-
ments have been 12.5–20, 15–30, and 20–30 cm.


Stratification ratio of soil organic C (0–5/12.5–20 cm)
has been related to the potential of conservation agri-
cultural systems to sequester soil organic C in the south-
eastern USA (Franzluebbers, 2010). In a land-use
survey, stratification ratio of soil organic C explained
34% of the variation in the stock of soil organic C under
a diversity of management and soil conditions (Piedmont
and coastal plain regions of Alabama, Georgia, South
Carolina, North Carolina, and Virginia) (Figure 6). This
relationship indicates that the majority of C stored with
conservation management in Ultisols and Alfisols of the
region occurred within the surface 5 cm. However, when
stratification ratio of soil organic C was calculated as
concentration at 0–2.5 cm divided by concentration at
7.5–15 cm, there was little relationship with soil organic
C stock of conservation-tilled coastal plain soils in
Virginia (Spargo et al., 2008). The surface 2.5 cm was
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not adequately deep enough to represent the accumulation
of soil organic C in these soils.


Conclusions
Quantity of soil organic matter is important to ecosystem
functioning. However, stratification of soil organic matter
appears to be even more important to ecosystem function-
ing. Soil quality and ecosystem functioning could be
assessed with calculation of stratification ratio.


Stratification ratio increases the most on soils with low
native organic matter. Such soils can be found in extreme
environments with coarse texture and low precipitation or
high temperature. Conservation management of these
soils low in native organic matter are therefore, most
improved in soil quality with the accumulation of organic
matter at the soil surface.
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STRENGTH


The capacity of a body to withstand stresses without
experiencing failure, whether by rupture, fragmentation,
collapse, or flow. In quantitative terms, it is the maximal
stress a given body can bear without undergoing failure,
or the minimal stress that will cause the body to fail.
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The time-dependent decrease in stress under constant
strain.
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Definition
si=Normal stress (kPa)
ti= Shear stress (kPa)
ei=Strain (–)
i=Directional indices, with i= x, y, z for horizontal (x, y)


and vertical (z) direction or with i=1, 2, 3 for maximum,
intermediate, and minimum principle stress/strain.


MNS=Mean normal stress (kPa)
OCTSS=Octahedral shear stress (kPa)
Pc= Pre-compression stress
vk =Concentration factor
SST= Stress state transducer
FEM=Finite element method


Synopsis
The quantification of stress propagation and associated
deformation processes in soils requires a detailed analysis
of stress–strain relationships due to the nonlinear
elastoplastic soil behavior. Deformation responses to
loads are stress–strain path dependent, where deformation
by compression and shear in turn controls stress distribu-
tion in the soil profile. Stress–strain relationships and
resulting alterations of physical soil properties like
hydraulic, gas, and thermal conductivity, as well as
rooting need to be considered as an interactive process.


Introduction
It is well known that soils as three-phase systems can
always mobilize internal tensile strength and shear forces
over depth, which may attenuate applied external stresses.
If, however, the external forces exceed the internal soil
strength, a further deformation will occur until a new equi-
librium will be reached and the rearrangement of particles
as well as of soil aggregates has led to an equilibrated new,
more rigid, denser volume orientation with the applied
forces (Kezdi, 1969; McCarthy, 2007; Hartge Horn,
1999; Fredlund and Rahardjo, 1993; Horn et al., 2006).
Within the last 4 decades, the mechanical stresses applied
by agricultural (also forestry) machinery as well as the fre-
quency of wheeling throughout the year have quadrupled
and “final (=highest) maximum” values are still not to be
seen (Hakansson, 2005).


Stress theory
The extent of soil deformation can be predicted by stress–
strain processes and by their relative proportions. In the
absence of gravitational and other applied forces, stresses
in three-phase soil systems are subdivided into three nor-
mal stresses (s) and six shear stresses (t) acting on
a cube; at equilibrium, the shearing forces reduce to three

components. Therefore, three normal-stress (sx, sy, sz)
and three shear-stress (txy, txz, tyz) components must be
determined to fully define the stress state at a point
(Nichols et al., 1987; Horn et al., 1992). This stress state
can be then described completely by a symmetric matrix:


sx txy txz
txy sy tyz
txz tyz sz


2
64


3
75: (1)


For a single-valued characterization of the stress state,


two invariants of the stress matrix are often used, the mean
normal stress (MNS) and the octahedral shear stress
(OCTSS) (Koolen and Kuipers, 1983):


MNS ¼ 1
3
s1 þ s2 þ s3ð Þ (2)


2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi


2 2 2
q


OCTSS ¼
3


ðs1 � s2Þ þ ðs2 � s3Þ þ ðs3 � s1Þ :


(3)

Strain theory
All stresses exceeding the internal soil strength initiate
a plastic (irreversible) deformation. The latter is
a process more complex than a volume reduction which
is same as the volumetric strain, expressing only one
degree of freedom, whereas deformation at constant vol-
ume (shearing) summarizes five degrees of freedom.
Although it is useful to distinguish between shear and
compaction/decompaction processes as they typically
exhibit very different effects, all deformations in soils
are combinations of both, utilizing the full range of six
degrees of freedom. Analogous to the stress theory, strain
can be described by normal (ex, ey, ez) and shear strain (exy,
exz, eyz) components, being described completely by the
symmetric strain matrix:


ex exy exz
exy ey eyz
exz eyz ez


2
64


3
75: (4)


In the corresponding principal axis system, the strain


matrix reduces to:


e1 0 0


0 e2 0


0 0 e3


2
64


3
75: (5)


The strain matrix completely describes the local soil


deformation. For example, the volumetric strain (evol)
can be calculated as:


evol ¼ e1 þ e2 þ e3 ¼ ex þ ey þ ez: (6)


Note that the trace of a matrix is invariant under coordi-


nate transformations. Furthermore, the strain components
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and their proportions depend on internal and external
parameters and require the determination of all compo-
nents in a three-dimensional volume.

Stress propagation
Each applied stress is transmitted into the soil in three
dimensions and can alter the physical, chemical, and bio-
logical properties if the internal mechanical strength (Pre-
Compression Stress) is exceeded. The type of external force
applied, time dependency, and number of compaction
events can either change properties to depths by divergent
processes or destroy a given structure by shear forces
known as kneading. The latter case may result in complete
homogenization and reversal to normal shrinkage behavior
(Horn, 1988). Figure 1 shows some general measurement
techniques for in situ stress registration and analysis.


Stress propagation theories are rather old and have
been often modified and adapted to in situ situations.
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(b) Detailed sketch of the stress measurement device showing the
head. From the various orientations of the stress transducers the fu

The fundamental theories introduced by Boussinesq
(1885) are only valid for completely elastic material.
Fröhlich (1934) and Soehne (1958) included elastoplastic
properties through the introduction of concentration
factor values (vk) which allowed a more realistic des-
cription of the deeper stress penetration in soft soils.
More comprehensive descriptions of these models are
obtained by finally introducing pre-compression stress
(Pv)–dependent values of the concentration factor, which
are smaller in the recompression stress range, while they
increase within the virgin compression stress range
(Pre-Compression Stress). The latter can be explained by
the plastic deformation behavior which causes a deeper
stress transmission with a stress concentration more close
to the perpendicular line of the load center.


The stress distribution in soils obeys the following
physical laws: At a given contact area (defined as radius
in Figure 2), the stress penetration is the stronger the
greater the contact pressure. However, at a given contact

f data


s state transducer system (SST) and ballasted field load frame
n pressures. Tyre inflation pressures influence the distribution of
essures which is demonstrated by the two footprint areas.
geometrical arrangements of stress transducers on the sensor
ll stress tensor can be calculated.
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Stress–Strain Relations, Figure 2 Simulated distribution of the maximum principle stress (s1) for different tyre sizes and ground
contact pressures. The dashed horizontal line indicates the depth of the plowed topsoil. Simulation was done with a finite element
model (FEM) with a rotational symmetry of the elastoplastic half-space. The left border of the half-space corresponds to the
centre of the load surface.
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pressure, stresses are transmitted the deeper the greater the
contact area (Figure 2).


Additionally, wheeling always induces shear stresses
resulting in shear deformation. Shear stress and shear dis-
placement are shown in Figure 3 for the case of a static
wheel load with different ground contact pressures. Shear
stresses significantly increase when traction forces are
considered (not shown), which are generated when the
vehicle is moving. In the case where shear stresses exceed
the shear strength of a soil, both soil compression and
shear deformation will increase and consequently further
deteriorate pore functions down to deeper soil levels.

Precompression stress versus load
In order to quantify soil horizon–dependent specific stress
attenuation and the consequences for stress-induced
changes in physical properties, the combination of Pc of
different soil horizons with the stress distribution in the
soil profile is required. The concentration factor vk as
a measure of the stress transmission calculated from the
Newmark equation (Newmark, 1942) is a function of
the equivalent radius of the tire contact area, the effective
contact pressure at the top of the respective horizon, and
the calculated/measured Pc of each soil horizon. The
mechanical strength of a soil can be derived from the

horizon-specific Pc, the actual soil pressure, and the
strength-dependent concentration factor vk of the respec-
tive horizon. It can further be deduced up to which depth
additional deformation can be expected because the ratio
of the applied stress and the strength of each consecutive
soil horizon is >1. The stress propagation theory and the
calculation method are described in detail in Horn and
Fleige (2003).


An example will elucidate the effect of stress
propagation–dependent and internal strength–dependent
attenuation for a natural (forest) Luvisol derived from
loess and an arable site (Figure 4). If we assume natural
properties of a Luvisol derived from loess (under forest)
and compare the theoretical stress distribution for various
agricultural machinery with depth, it becomes obvious
that all stresses applied down to a depth of 60 cm exceed
by far the internal soil strength of the Ah horizon with
a crumbly structure and that of the clay derived Al horizon
with a coherent (=weak) structure. Only the Bt horizon
with a more rigid polyhedral and prismatic structure atten-
uates the remaining stresses more completely apart from
the stresses exerted by the heavier sugar beet harvester.


The chosen arable site with an identical Luvisol derived
from loess had been wheeled not only over decades with
various agricultural machines and had a pronounced platy
structure but also by the sugar beet harvester that had
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passed the site for the first time. Thus, the soil was more
rigid, which is expressed by increased actual pre-
compression stresses over depth. Comparable machinery
on this site caused the following stress distribution (under
consideration of altered concentration factor values):
higher values for the precompression stresses in the soil
profile as a consequence of the long-term arable land man-
agement, including a reduced pore volume and reduced
hydraulic functions. The transmitted stresses are attenu-
ated within the soil horizons below the Ap horizon

completely, but stresses associated with heavier machin-
ery (e.g., sugar beet harvesters) still cause additional plas-
tic deformation at greater depth (Figure 4).


Some thoughts on consequences for sustainable
land use
Soils are increasingly exposed to mechanical stresses
during land use. Knowledge on stress–strain relations in
soils and stress distribution within soil profiles is the
basis for evaluating soil deformation and to protect soil
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functions. Long-term effects of soil deformation on
soil functions include: increased uncertainty of crop yield,
reduction in root growth, reduced plant available water
and higher sensitivity to drought or stagnic conditions,
cooler soils in springtime, enhanced greenhouse gas emis-
sion potential, altered nutrient adsorption behavior and
retarded accessibility, consequences for microbial activity,
retarded drinking water production, and higher sensitivity
for overland flow or soil water erosion.
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STRESS–STRAIN RELATIONSHIPS: A POSSIBILITY
TO QUANTIFY SOIL STRENGTH DEFINED AS THE
PRECOMPRESSION STRESS


Rainer Horn, Stephan Peth
Institute for Plant Nutrition and Soil Science, Christian-
Albrechts-University zu Kiel, Kiel, Germany


Definition
Concerning their mechanical properties, soils are defined
neither by a complete elasticity nor by a complete plastic
deformation behavior but as elastoplastic if the relation-
ship between stress and strain is defined.
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Stress–Strain Relationships: A Possibility to Quantify Soil
Strength Defined as the Precompression Stress,
Figure 1 Schematic diagram of a stress–strain relation and the
definition of the precompression stress Pc (= internal soil
strength).

Precompression stress
Each stress applied to a completely homogenized sub-
strate (e.g., seedbed) will result in a proportional strain
or settlement (if plotted as semilog relation) and will
define the virgin compression, that is, the normal com-
pression curve. Thus, after stress release the deformation
remains preserved. During a following restressing with
a new but smaller stress, nearly any additional substantial
strain occurs until the former, that is, the maximal mechan-
ical stress applied is reached again. Now, this stress range,
smaller than the original one, causes mostly elastic strain
behavior and only minor additional volume changes.
Exceeding, however, the former maximum stress results
in an intense strain (= soil deformation, settlement, and
volume decline) in the mostly texture and hydraulic

conductivity (= drainage off the access pore water) depen-
dent virgin (= normal) compression range.


Synopsis
The quantification of the precompression stress of soils
and soil horizons allows the overall determination of the
internal soil strength and the transition from the elastic,
that is, mostly reversible from the plastic deformation in
the virgin compression load range.


Introduction
The compression of a soil means a change not only in total
pore volume but is generally accompanied by a change in
pore size distribution including related soil functions (e.g.,
permeability, storage of water, and aeration). Hence, the
determination of the soils’ resistance to compaction (i.e.,
its stability) and the magnitude of volume changes in soils
exposed to external mechanical stresses are of primary
importance for preserving soil physical quality.


The precompression stress (Pc) (often also defined as
preconsolidation load, precompaction stress) is deter-
mined as the transition of elastic to plastic deformation if
plotted as a semi-logarithmic stress-settlement (strain,
void ratio) behavior. It can be quantified by the semiquan-
titative method of Casagrande (1936). In soil science, the
Pc value and the corresponding graphical method
(Figure 1) was introduced and validated for soil profile
properties as a threshold value for internal soil strength
by Horn (1981).


It is proofed to be a sufficiently good approximation of
the stress and strain state of the various soil horizons for
a given predrying intensity in numerous research papers
(e.g., see Drescher et al. 1988; Horn et al., 2000; Pagliai
and Jones, 2002). For more than 500 soil profiles under
various land use systems and climates, this method was
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Stress–Strain Relationships: A Possibility to Quantify Soil
Strength Defined as the Precompression Stress,
Figure 2 Examples of time–displacement curves during static,
pure cyclic, and stepwise cyclic loading tests (taken from
Reszkowska et al., 2010).
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applied to quantify not only the genetic soil processes, but
also anthropogenic and climatic site effects (Horn and
Fleige, 2003). Thus, the pre-compression stress values
give three observations: (1) they are an indicator for the
mechanical stability of a soil with respect to compressive
deformation (compaction), (2) they record the maximum
value of former stresses applied to the soil as long as there
has no homogenization taken place since then, and
(3) within the virgin compression stress range, each stress
applied results in a plastic = irreversible deformation
and consequently also reduces the pore volume, pore con-
tinuity, the hydraulic, gas, heat conductivity, and the
corresponding diffusivity values.


The origins of this strengthening can range from pure
mechanical stress application, biological activity (like
the strength of earthworm casts or burrow (created by lat-
eral stress application of up to 290 kPa by the worms), to
chemical bindings’ and also precipitation, hydraulic
stresses, that is, shrinkage and swelling-induced aggregate
formation.


Besides this Casagrande approach, additional methods
were defined mostly by civil engineers like Hvorslev,
van Zelst, and Ohde (all cited in Bölling, 1971). Their
approaches include the rebound curve after the highest
stress was applied in order to derive the precompression
stress value. Thus, the latter ones all include the uncer-
tainty of the rebound curve pattern caused by the wall fric-
tion effects, which is excluded by the Casagrande method
and therefore more defined.

Comparison of various test approaches
Usually this compressive deformation is measured under
laboratory conditions using undisturbed soil samples in
a confined compression test (cf. Peth and Horn, 2006)
whereby stresses in the ơ2 and ơ3 direction are undefined
(rigid wall of the soil cylinder).


Three different tests can be carried out to define the
internal soil strength (= precompression stress).


1. The stress–strain curve will be defined as a function of
loading time and results especially in finer-textured
soil samples in a flatter pattern and higher
precompression stress values (time-controlled test).


2. The incremental changes in soil strain for a given stress
applied can be defined as a criterion before the next
stress is applied (height-controlled test).


3. The simultaneous control of the stress-and strain-
induced changes of the pore water pressure during the
test is used as a measure to define the application of
the next stress (= pore water pressure–controlled test).
The smaller the hydraulic conductivity due to loading
and/or with increasing bulk density, the longer lasts
each step – especially after exceeding the precom-
pression stress the re-equilibration to the initial pore
water pressure will not occur even after weeks.


Each of these tests can be furthermore prepared as (see
Figure 2)

1. Static loading test (The sample will be loaded for
a given time, for example, 10 min for each step and
numerous defined stresses are applied successively
while the height changes are recorded.)


2. Dynamic soil testing


(a) Cyclic loading. During this test, the load will be


applied cyclically by repeated loading and
unloading. This kind imitates the conditions, for
example, due to animal movement or trampling
with a given stress. The time intervals between
loading and unloading can be defined.


(b) Stepwise cyclic loading. During this test, both the
applied stresses and the number of cycles vary.
Each load can be, for example, applied in 20
cycles (and each cycle may consist of 30 s
loading and 30 s of unloading), which will
result in a total loading and unloading time of
10 min each.

The results of such loading tests quantify the mechani-
cal soil strength, which depends on soil parameters such as
particle size distribution, type of clay minerals, nature, and
amount of adsorbed cations, content and type of organic
matter, aggregation induced by swelling and shrinking,
stabilization by roots and humic substances, bulk density,
pore size distribution and pore continuity of the bulk soil
and single aggregates, water content, and/or water suction
(Horn, 1981).


It can be stated that at a given soil type, the
precompression stress value, that is, the internal soil
strength is


1. the higher the more pronounced is the aggregation
(coh<pris<pol<subangular blocky<crumbs<plat).
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Stress–Strain Relationships: A Possibility to Quantify Soil
Strength Defined as the Precompression Stress,
Figure 3 Correlation between precompression stress
determined using 20th loading cycle (Pc’) and coefficient of
cyclic compressibility (Cn) for structured and homogenized
samples of SG UG79 and SG CG for both investigated soil layers
(4–8 and 18–22 cm); n = 30 (taken from Reszkowska et al., 2010).
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2. the drier, that is, the more negative the matric potential
is within the soil.


3. the higher is the organic carbon content. At a given
amount of C org. strength increases with an higher
proportion of humic acids.


4. the smaller the soil disturbance (conservation tillage
results in stronger soils than conventional tilled sites).


5. the higher is the biological activity.
6. the more intense was the previous maximum and the


duration of previous drying (for more detailed info
see Hartge and Horn, 1999; Drescher et al., 1988;
Fredlund and Rahardjo, 1993; Parry, 2004; McCarthy,
2007; Horn et al., 2000, 2005, 2006).


7. the higher because there is a significant correlation
between the precompression stress and the rigidity of
soil structure during cyclic loading expressed as coeffi-
cient of cyclic compressibility (Cn) (for more details
see Reszkowska et al., 2010 submitted) (Figure 3).


Conclusions
The determination of the precompression stress is the
most effective measure to quantify the internal soil
strength as a consequence of soil mechanical, hydraulic,
chemical, and biological impacts. This value depends
also on the actual matric potential, is the basis for small
up to large-scale soil mechanical strength maps, and
can serve as a decision tool to predict the alteration in
physical but also physicochemical and microbial site
properties.
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SUBDRAINAGE


The control and removal of excess groundwater, usually
by means of pipe drains that intercept seepage and/or
lower the water table.
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SUBIRRIGATION


The water is applied in open ditches or tile lines until the
water table is raised sufficiently to supply water to the
rooting depth of the crop.
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SUBSOIL


The solum below the plough layer.

SUBSOIL COMPACTION


Rainer Horn, Heiner Fleige
Institute for Plant Nutrition and Soil Science, Christian-
Albrechts-University zu Kiel, Kiel, Germany


Definition
Soil compaction and especially subsoil compaction are
defined as one out of the ten major threats concerning soil
degradation worldwide. The reduction of pore space and
especially of coarse pores, the additional formation of
finer pores, as well as the consequences for hydraulic,
pneumatic, and heat transport processes are all linked to
compaction. It can also be defined as increase in soil mass
per volume and in combination with the shear induced
rearrangement of particles at a given bulk density.


Introduction
According to the German Soil Protection Law (1998) and
the European Soil Framework Directive (2006), soil com-
paction is besides water and wind erosion is one of the
main physical reasons and threats of soil degradation. It
is estimated, that 32% of the subsoils in Europe are highly
degraded and 18% moderately vulnerable to compaction
(Fraters, 1996, cited in Van den Akker, 2002). Thus,
also the effects of soil deformation on crop yield, ground
water recharge, soil loss by water and wind erosion, gas
production, and emission (global warming) are to be con-
sidered if the mechanical strength in the top- and subsoil
are exceeded (e.g., Horn et al., 2000, 2006; Pagliai and
Jones, 2002).


Subsoil compaction is regarded as the major problem
because it is defined as permanent and the pore functions

are not renewable after their deterioration or at least alter-
ation. In Germany, the problem of compaction was
defined in the German Federal Soil Protection Law
(1998) by (1) the obligation of precaution toward soil
compaction, which includes the request that soil compac-
tion should be avoided “as far as possible,” and (2) the
obligation to prevent harmful changes of the soil. Test
and action values have to be defined for soil strength or
maximal stress application, which is still on debate but
some preliminary values are given in Horn and Fleige
(2009). According to the concept “precompression stress
Pc” (Horn and Fleige, 2003, 2009; Horn et al., 2005;
Stress-strain Relations by Peth and Horn) the value Pc
can be used as precaution value to avoid subsoil com-
paction in general. The prediction of the change of soil
functions/parameters after exceeding the Pc allows an
assessment if critical values caused by subsoil compaction
are already exceeded. These maps can be created for all
scales and at different accuracy. As a general approach,
the developed PDF (pedotransfer functions) can be used
to derive for the dominant soil types corresponding PC-
maps and stress dependent changes in physical functions
up to the farm scale with actual controlled values based
on a farm soil map (1:5,000).

Examples for PC maps at various scales
Based on the PDF (for more details see DVWK
1995,1997, and Horn and Fleige 2003) developed within
various projects (e.g., SIDASS, Horn et al., 2005) during
the last decades, the map of the internal soil strength for
the representative soil types 1/50 km² approximately can
be derived (see Figure 1).


It gives a rough overview about the most sensitive soil
areas with the most sensitive subsoils but requires further
details at large scales if applied for an exact land use plan-
ning. A further precision increase is given if a detailed soil
map is available, which can be used to derive the
corresponding subsoil strength values (Figure 2).


Areas with very weak subsoils can be detected, for
example, at a pF value of 1.8 in the loess region while
the sandy outwash area (Lower Saxony in Germany) is
very rigid. An increase in drying (pF1.8–pF2.5) always
results in higher precompression values.


The highest degree of certainty is given in the actual
soil regions (e.g., a farm is completely mapped and the
precompression stress values for the representative soil
types measured (Figure 3).


The farm (155 ha) is located in the hilly weichselian
moraine area, which results in a high pedodiversity. The
parent material of the soils is derived from glacial till and
results in a dominance of sandy loam, loamy sand, and sand.
The main soils are partly eroded (Stagnic) Luvisols, associ-
ated with Stagnosols, Gleysols, Cambisols, Anthrosols,
and in addition Histosols (according to WRB 2006). Areas
with low soil strength even within a single field can be
detected and consequently also the actual farming processes
adjusted to these site properties.
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Subsoil Compaction, Figure 1 Mechanical strength (precompression stress) for subsoils (30–60 cm). European scale (1:1,000,000).
Classification of the precompression stress (kPa): very low<30, low 30–60, medium 60–90, high 90–120, very high 120–150,
extremely high>150.
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Subsoil Compaction, Figure 2 Precompression stress ranges for subsoils in Germany as a function of predrying: pF 1.8
(�60 hPa) = analog to the springtime, pF 2.5 (�300 hPa) = early summertime =drier (scale: 1:1,000,000). Classification of the
precompression stress (kPa): very low<30, low 30–60, medium 60–90, high 90–120, very high 120–150, extremely high>150.
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Quantification of the sensitive soils (areas) for
defined applied stresses
According to Horn and Fleige (2003, 2009), the relation-
ship of Pc to soil pressure can be determined by consider-
ing the stress propagation theory and the ratio Pc/
overburden pressure for classification. If the strength of
the soil horizon is lower than the applied stress, the ratio
is smaller than 0.8 and the horizon is defined as

plastic/fluent. If the ratio exceeds 1.2, the soil is defined
as rigid (stable and very stable). If the ratio is between
0.8 and 1.2, we classify the applied stress mostly too high
(unstable). If the stress distribution under agricultural
machinery is now modeled by the method of Newmark
1942 and compared with the actual internal soil strength
per horizon, we can quantify the unavoidable conse-
quences for soil functions within the virgin compression
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Subsoil Compaction, Figure 3 Modeling of precompression stress Pc at pF 1.8 (�60 hPa) resp. <pF 1.8 (hydromorphic soils) (left)
and pF 2.5 (�300 hPa) resp. pf 1.8 (hydromorphic soils) (right) for subsoils (40 cm) at farm scale. Classification of Pc (kPa): very
low<30, low 30–60, medium 60–90, high 90–120.
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Subsoil Compaction, Figure 5 Modeling changes of air capacity at pF 1.8 (�60 hPa), respectively, at<pF1.8 (stagnic and gleyic
horizons) for subsoils (40 cm) at a stress of 90 kPa (right) in comparison to the initial state (left) at farm scale. Classification (Vol. %): very
low: <2, low: 2 to< 5, medium: 5 to< 13, high: >13.
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Subsoil Compaction, Figure 4 Relationship between the precompression stress and actual soil pressure for subsoils (40 cm) at
farm scale. Subsoil stress: 60 kPa (left), subsoil stress: 90 kPa (right). Classification of the effective soil strength is defined by the
relationship of precompression stress to soil pressure: 1.5–1.2 stable, 1.2–0.8 labile, <0.8 unstable, additional plastic deformation.
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load range. Figure 4 compares the application of a soil
stress of 60 and 90 kPa in the subsoil (40 cm depth) at field
capacity. It is obvious that a stress of 90 kPa exceeds the
Pc of all subsoils, because the effective soil strength is
too small and classified as labile to unstable. At a stress
of 60 kPa, about 30% of the subsoils react labile to
unstable, whereby there are differences resulting from
pedodiversity between the fields.

Consequence of subsoil compaction on the air
capacity as a function of stress applied
The analysis stress dependent changes of soil physical
properties can again be determined on the basis of
corresponding PDF for various texture classes (Horn and
Fleige 2003) and results in the differentiation of soil types,
regions, landscapes concerning the long-term alterations,
and possibly negative effects on soil properties that are
responsible not only for crop yield, rooting but also for
soil erodibility, filtering, and buffering processes or even
gas emission.


A more detailed analysis on the large (farm) scale
allows a better and more complete insight also in the irre-
versible processes and can become the basis for a more
site-adjusted land use management (Figure 5).


It shows the potential effects at a defined stress of
90 kPa at field capacity in comparison to the initial state
in the subsoil at the example of the air capacity (macro
porosity, pores >50 mm). Because the oxygen supply
of hydromorphic soils is restricted, a reduction of one
air capacity class (e.g., medium to low) is assumed.
The Pc of all soils at a stress of 90 kPa is exceeded,
but “harmful changes of the soil” by modeling the
parameter air capacity exist only for approximately
25% of the soils. On the side, this is attributed to all soils
with loamy texture (e.g., eroded Luvisols with Bt-
horizon near to the surface) and on the other side further-
more to all loamy sandy hydromorphic soils. Such soils,
for example, Gleysols show in many cases medium- to
high-air capacity values, but despite a sandy texture
a low oxygen supply, because of incomplete air-filled
macro pores.

Conclusions
The Pc value and the concept of critical values can be
applied for the description of the soil mechanical strength.
The Pc value is used as the precaution value to conserve
the existing soil structure. Pc-maps of (sub) soils at all
scales are a helpful tool for decision makers, agricultural
advisers, or farmers for a site-adjusted land use. The deci-
sion about the site-adjusted machinery of a farm or
a company can be related to the internal soil strength data
at the weakest, that is, wettest site conditions in the subsoil
and used for the specification of an appropriate agricul-
tural machine. Thus, it will be possible to avoid additional
subsoil compaction and define sustainable land use
systems.
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SURFACE AND SUBSURFACE WATERS


Todd C. Rasmussen
Warnell School of Forestry & Natural Resources, The
University of Georgia, Athens, GA, USA


Synonyms
Ground water; Soil water; Streamflow


Definitions
Surface water – liquid water (H2O, including all isotopic
forms) found above the ground surface, including lotic
(flowing) water in channels and as overland flow, and len-
tic (non-flowing) water in lakes, ponds, and wetlands, but
does not include water found in plants, animals, or the
atmosphere.
Subsurface water – liquid water found below the ground
surface, including soil water above the water table and
ground water below the water table, but does not include
water chemically bound to minerals or organic matter.


Introduction
Water is a chemical compoundwith three dominant phases
on Earth – gas, liquid, and solid. Gaseous water has a high
vapor pressure, especially at warm temperatures, making
it readily transportable through the atmosphere. Liquid
water has a low viscosity, making it highly mobile, and
is polar, making it an excellent solvent. Solid water is less
dense than its liquid form, making it float.


Accounting for the movement and distribution of water
resources is important because water is a vital component
of world economic activity, including transportation and
commercial, industrial, and energy production (Cech,
2009; Glennon, 2009). It is also important to agriculture,
especially in climates where precipitation is insufficient
to satisfy crop water requirements (Hillel, 1994).


The vast majority of water on Earth lies within its
oceans (Gleick, 1996), while most of the remainder is pre-
sent in polar icecaps (Table 1). That small residual not
found in oceans or icecaps is predominately found in the
subsurface, which is more abundant (but generally less
accessible) than surface water. The volume of water found

Surface and Subsurface Waters, Table 1 Water volumes and
approximate residence times


% of Water Residence


Reservoir Global Fresh Time


Oceans and seas 97.5 – 2,643 years
Glaciers 1.75 68.7 12,000 years
Ground water 0.79 30.9 5,400 years
Surface water 0.008 0.3 2.26 years
Soil water 7 weeks
Atmosphere 0.0009 0.04 9 days
Plants 0.00008 0.003 5 days

in plant life is only a small fraction of the next larger res-
ervoir, the atmosphere. The residence times (defined as
the volume of water, V , in the reservoir divided by the
average flux, Q, through the reservoir, t ¼ V=Q) of water
in our oceans and icecaps are much longer than in the soil,
atmosphere, and plant life.


Understanding the source of water in streams and
groundwater is critical to their management. Water in
streams is generated by a range of mechanism, including


� Precipitation on saturated surfaces (e.g., channel sur-
faces, wetlands, lakes, riparian areas);


� Exfiltration from shallow, perched aquifers and subsur-
face piping (e.g., root and animal holes);


� Ground-water discharge from aquifers (both unconfined
(An unconfined aquifer is a geologic unit capable of
transmitting adequate water to wells when pumped,
overlain by a water table, that allows gravity drainage
from pores when pumped) and confined (A confined
aquifer is a geologic unit capable of transmitting ade-
quate water to wells when pumped, overlain by a confin-
ing layer that prevents gravity drainage from pores;
water released from storage is due to expansion of pore
fluids and matrix as the pore fluid pressure declines)).


Subsurface water is found as soil water either above the
water table (A water table is the water-level elevation in
a well completed in an unconfined aquifer), or as ground
water below the water table (Figure 1). Recharge to the
unconfined aquifers originates as infiltration into soil
water, and then percolation through the unsaturated zone
to the water table. Recharge is less than infiltration due
to plant water uptake in the root zone. Recharge to con-
fined aquifers can occur either in the zone where the aqui-
fer outcrops, or by flow from an adjacent aquifer through
a confining layer.


At the local scale, water flow obeys the conservation
equation (Hillel, 1998)


H �~qþ dy
dt



 r ¼ 0 (1)


where~q (L/T) is the flux vector, y (L3-water/L3) is the vol-
umetric water content, and r (L3-water/L3/T) is the local
source/sink term.


At larger, watershed scales, the conservation (or water-
budget) equation is


P ¼ Qþ ET þW 
 DS (2)


where P is the precipitation,Q is discharge from the outlet
of the watershed, ET is the evapotranspiration,W includes
other consumptive water withdrawals, and DS is the
change in storage per unit time within the watershed. Note
that the units of these variables can be or volume per time,
(L3/T), or volume per area per time, which is a depth per
time, (L/T).


While water is generally considered to be a renewable
resource (i.e., it is replenished by precipitation), the
extraction of surface and ground water can exceed the rate
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of natural replenishment (i.e., W > P), causing
unsustainable declines in local and regional water
resources (i.e., DS < 0) (Hillel, 1992; Glennon, 2004;
Cech, 2009). Even in areas with abundant precipitation,
water is often limiting due to asynchronicity between
water supply and demand. Increasing water storage using
surface and subsurface reservoirs is an important mecha-
nism for synchronizing water supplies with demands.


Modern investments in dams to store surface water
have multiple benefits including mitigating floods,
augmenting flows for irrigation, and assuring sufficient
flows for navigation. Yet the adverse impacts on
sediment loads, as well as failure to provide sufficient
environmental flows to support endemic fish species, have
had grave effects on natural ecologic functions (Ward,
2002). Relying on subsurface water for storage can reduce
the ecologic impacts, but these impacts are often difficult
to eliminate entirely (Glennon, 2004).


Surface water
Surface water has long been used for agricultural pur-
poses, primarily irrigation and aquaculture (fish produc-
tion) (Hillel, 1994; Yoo and Boyd, 1994). Most of the
earliest agricultural centers were located in subtropical to
warm-temperate climates along major waterways, includ-
ing the Indus, Nile, Tigris/Euphrates, Yellow, and Ganges
rivers (Cech, 2009).


Measuring the quantify of flows in streams is important
for their allocation and management. Streamflow dis-
charge, Q (L3/T), is measured using


Q ¼
Z
A
vðAÞ dA ¼


Xn
i¼1


vi Ai (3)


where vi (L/T) is the flow velocity determined using
a flowmeter at point i within the stream, Ai ¼ wi hi is the
incremental cross-sectional area surrounding the

measurement point, and where wi(L) is the distance
between velocity measurements, and hi(L) is the total
depth of the stream at the point of measurement. Note that
�v ¼ Q=A is the mean water velocity, where
A ¼Pi AiðL2Þ is the total stream cross-sectional area.


Repeated measurements of discharge over a range of
stages (water level elevations) are used to construct
a rating curve, with the general form


Q ¼ a h� hoð Þb (4)


where a and b are fitted coefficients, and ho is the stage at
whichQ ¼ 0. More accurate measurements of streamflow
can be obtained using control structures, such as flumes
and weirs, which provide a uniform cross-section and
stable stage-discharge relationships.


For ungaged streams (those without control structures
or rating curves), the mean velocity can be estimated using
the Manning formula


�v ¼ 1
n
R2=3 S1=2 (5)


where n (T/L1=3) is the Manning friction factor, a function
of channel characteristics, R ¼ A=P(L) is the hydraulic
radius, a function of the stream cross-sectional area, A
(L2), and the wetted perimeter, P(L), which is the length
of the streambed interface, and S(L/L) is the channel
energy slope, approximately equal to the water surface
slope.


Flooding is a major concern along rivers and streams,
and occurs when streamflow exceeds the channel
flow capacity. The kinematic velocity, or celerity, (L/T),
is used to account for the velocity of the flood wave
(McCuen, 2005)


c ¼ dQ
dA


¼ �vþ A
d�v
dA


(6)
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The kinematic ratio, k, is a dimensionless number that


is the ratio of the celerity to the mean water velocity


k ¼ c
�v
¼ 1þ A


�v
d�v
dA


(7)


The kinematic ratio is commonly greater than one


because water usually flows faster as the flow area (or
depth) increases (i.e., d�v=dA > 0). Yet the marginal veloc-
ity may decrease once floods overtop the floodplain (i.e.,
d�v=dA < 0),introducing additional friction losses, so that
k < 1. The flood wave velocity can be predicted for
a range of stages as a function of the mean water velocity
and the kinematic ratio.


A more complete description of the dynamic behavior
of flood waves that incorporates the continuity and
momentum equations is given by (McCuen, 2005)


@h
@x


þ 1
g


v
@v
@x


þ @v
@t


� �
¼ So � Sf (8)


where h is the water surface elevation, v is water velocity,
g is the gravitational constant, x and t are distance and
time, respectively and So and Sf are the bed and friction
slopes, respectively.


Subsurface water
Subsurface water is less accessible for exploitation due to
the need for mechanical devices (such as pumps) to lift the
water to the surface. Early agricultural societies in Central
Asia and the Middle East developed the ability to harvest
ground water in unconfined aquifers using qanats, which
are near-horizontal tunnels that intersect the water table
and allow the water to flow by gravity to the surface
(Hillel, 1994; Cech, 2009). In some areas, vertical bore-
holes tapped into confined aquifers support artesianwells,
which flow to the surface without pumping.


Modern wells provide access to the ground-water reser-
voir, but can be limited by the total storage and permeabil-
ity of the units. Flow through an aquifer is described using
Darcy’s law


~q ¼ �K Hh (9)


where~q (L/T) is the three-dimensional flux vector, K (L/
T) is the hydraulic conductivity (a measure of permeabil-
ity), and =h is the hydraulic gradient. This formulation
is appropriate for flow through an unconfined aquifer.


For a confined aquifer, Darcy’s law is written in two
dimensions:


~q ¼ �T Hh (10)


where~q (L2/T) is the two-dimensional flux vector, and


T ¼
Z
b


KðbÞ db ¼
Xn
i¼1


Ki bi (11)

is the aquifer transmissivity (L2/T), which represents the
integrated hydraulic conductivity across the aquifer thick-
ness, b (L).


Water flow through the soil above the water table is pri-
marily vertical. Because the soil is not fully saturated, an
unsaturated flow equation is used


~q ¼ �KðcÞ Hh (12)


where KðcÞ is the soil-tension-dependent hydraulic con-
ductivity, c is the soil tension (The soil tension is
a negative pressure head that accounts for the cohesive
and adhesive forces between water and soil, respectively),
and h ¼ z� c is the total head, with z being the elevation.
Note that


Hh ¼ 0; 0; 1½ � � Hc


¼ �@c
@x


;�@c
@y


; 1� @c
@z


� �
(13)


The function KðcÞ can also be written as KðyÞ, where y


is the soil water content, and the function cðyÞ is the soil
characteristic curve that relates the soil tension to the water
content.


Modern agriculture relies heavily on ground-water
extraction for all or part of their irrigation needs. Declines
in water levels due to pumping have resulted in reductions
in ground-water flows to streams, causing a reduction in
streamflow in these areas (Glennon, 2004). Subsidence
of the ground surface results when the pore pressure
(which partially supports the mineral matrix) is reduced.


Water quality
Water pollution from point and nonpoint sources may
compromise the value of water for subsequent use by
downstream users. Surface water quality can be
compromised by stormwater runoff from agricultural
lands, as well as contamination of ground water (Boyd,
2000). Stormwater has been shown to transport a wide
diversity of potential contaminants (e.g., nutrients, sedi-
ments, pesticides, herbicides, pathogens).


Soil salinization results when flows are insufficient to
remove accumulated salts from soils, causing the loss of
agricultural productivity. Also, natural sediment transport
can be reduced by trapping in reservoirs or by reduced
sediment transport capacity, or increased by erosion from
land-disturbing activities.


Contaminant migration is commonly represented using
the advection–dispersion equation (ADE)


@C
@t


¼ D
@2C


@x2
� v


@C
@x


(14)


where C is the solute concentration, D is the effective dis-
persion coefficient, v is the velocity, x is distance, and t is
time. This equation describes both the advective
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component of transport, along with Taylor dispersion. The
solution to the ADE for a Heaviside (step) input (release)
of a conservative tracer is (Ogata 1970)


Cðx; tÞ ¼ 1
2


erfc
x� vt


2
ffiffiffiffiffi
Dt


p
� 	�


þ exp
vx


D


� �
erfc


xþ vt


2
ffiffiffiffiffi
Dt


p
� 	� (15)


Besides advection and dispersion, a wide range of other


processes affects the fate and transport of contaminants
(e.g., biological uptake and degradation, sorption, volatil-
ization, and settling).


The effects of water quality degradation depend upon
the use of the water. Elevated nutrients may be desired
for agricultural uses, but not for environmental or drinking
water uses. Elevated salinity may be desired for specific
forms of aquaculture, but not for others.


Water-quality degradation can be mitigated using
a broad array of agricultural practices (e.g., no-till agricul-
ture, riparian buffers, animal exclusion from streams,
grass filter strips, terracing, and farm ponds). Efforts to
control contamination commonly focus on reducing pol-
lutant loading to levels that do not exceed the assimilative
capacity of aquatic systems.

Summary
Surface and subsurface waters are a small component of
the global water budget, yet are vital for a wide range of
economic activities, including agricultural irrigation and
aquaculture. Surface and subsurface waters are widely
used to augment precipitation, and to carry away salts
and other waste materials. Measuring the quantity and
flow of surface and subsurface waters is an important
component of water management. Adverse environmental
and social impacts may occur when water utilization
exceeds available supplies, or when contaminant loading
exceeds the assimilative capacity of aquatic systems.
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Grzegorz Józefaciuk
Institute of Agrophysics, Polish Academy of Sciences,
Lublin, Poland


Definition
A surface phenomenon is a phenomenon that takes place
on or near a surface, that is, in a common boundary among
contacting phases (including solid–liquid, solid–gas, and
liquid–gas interfaces). The specific properties of surfaces
of plant tissues and of mineral and organic surfaces occur-
ring in soils result from their complex chemical buildup,
large area and charge, and primarily, from a range of inter-
actions (forces) between the molecules present in the
interfaces.
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Intermolecular interactions
Chemical forces. The contacting molecules may form
a chemical compound at the join. The strongest bonds
are where atoms of the twomaterials swap (ionic bonding)
or share (covalent bonding) outer electrons. These attrac-
tive forces are effective only over very small distances,
less than a nanometer. Aweaker bond is formed if an (elec-
tron poor) hydrogen atom in one molecule is attracted to
a free electron pair of, for example, nitrogen, oxygen, or
fluorine atom in another molecule, which is called hydro-
gen bonding.


Electrostatic (Coulomb) forces. Forces between electric
charges of the magnitude (for point charges) directly
proportional to the product of the magnitudes of each
of the charges and inversely proportional to the square of
the total distance between them. Charges of the same sign
(like charges) repel and of the opposite signs (unlike
charges) attract each other. Linear superposition is applied
to calculate the force exerting on one charge by a system
of several discrete charges. For a charge distribution in
a space (surface) an integral over the region containing
the charge is applicable, treating each infinitesimal ele-
ment of space as a point charge.


Dispersive (van der Waals) forces. These very weak
forces compared to chemical bonds forces, also of electro-
static origin, have four major contributions: repulsive
forces preventing the collapse of molecules as they move
closer to one another due to electronic shells repulsion
(Pauli exclusion principle) and three attractive compo-
nents: the electrostatic (Keesom) force between perma-
nent charges on a molecular ion and permanent
multipoles on the other molecule; induction (Debye)
forces between a permanent multipole (charge) on one
molecule with an induced multipole on the other; and
attraction (London) forces between momentary multipole
occuring on one molecule due to permanent variation of
electrons density around atoms and induced by it momen-
tary multipole on the other molecule. Dispersive forces are
generally anisotropic, which means they depend on the
relative orientation of the molecules and are effective over
very small distances (less than 1 nm).


Diffusive forces. This type of interaction occurs when
a mobile part(s) of a molecule penetrate into an adjacent
phase while still being bound to the phase of origin.


Steric forces. The sterical join occurs when one mole-
cule locates inside a space within the other molecule to
which it fits merely well.


Intermolecular attraction forces between like-
molecules in a single phase are called cohesion forces,
while these forces between molecules present in two adja-
cent phases are forces of adhesion.

Adsorption
In a bulk material, all intermolecular forces between the
constituent molecules (atoms) are generally neutralized
by surrounding neighbors, however, molecules on the sur-
face are not wholly surrounded and therefore they attract

molecules from the adjacent phase that is known as
adsorption process. If weak van der Waals forces are
responsible for the process, it is classified as physisorption
while if chemical bonds are formed in consequence of
adsorption, it is called chemisorption. Thus during chem-
isorption only a single layer (monolayer) of the adsorbed
molecules (adsorbate) can form chemical bonds with the
surface of the solid (adsorbent) and the process is charac-
terized by high energies (80–300 kJ mol�1). In chemi-
sorption, the minimum in potential energy occurs at
a distance less than 3 Å corresponding to the length of
a chemical bond. Physisorption is a general phenomenon
and occurs at any surface. Usually the adsorbed molecules
(especially from a gas phase) can form several layers on
the adsorbent surface (multilayer adsorption). For
physorption, a minimum in potential energy, between
2 kJ mol�1 and 15 kJ mol�1, exists at a distance
corresponding to the Van der Waals radius (ca. 6 Å) and
the quantity of the fluid phase adsorbed decreases with
increasing temperature.


Physical adsorption of water vapor on surfaces of soil
constituents plays important role in formation of water
films under unsaturated soil conditions. Usually adsorp-
tion of water vapor on plant root surfaces is more energet-
ically favored than on soil materials (more strongly polar
groups on root surfaces) and water films at the same con-
ditions are thicker on the roots. The adsorption of natural
organic matter on inorganic particle surfaces such as clay
and quartz is an important geochemical process that
occurs in soil and aquatic media. Adsorption to mineral
phases can stabilize organic matter against microbial
decay in soil. Formation of strong bonds that reduce
desorbability can explain that effect. With time,
the adsorbed organic matter may undergo changes in con-
figuration, migrate into pores, or intraparticle spaces in
minerals or rearrange structural configurations of
organo-mineral associates so its stability may increase
with residence time. Stabilization of low-molecular-
weight organic compounds may result from their diffusion
and adsorption into pores small enough to prevent hydro-
lytic exoenzymes from entering.

Catalysis
Molecules adsorbed on a surface may react with each
other. Usually the rate of the reaction is different than
in their own phase due to increase in concentration of the
adsorbed reagents, their specific orientation or deforma-
tion, weakening intramolecular bonds, dissociation or
lysis to reactive forms (new bonds to the surface are
favored), or changing the frequency of contact of the
reactants. The adsorbent (catalyst) can fasten (positive
catalysis) or break the process (inhibition). The adsorbed
species are bound to active sites on the catalyst; therefore,
the rate of the process is highly related to the total surface
area of the adsorbent. In a reaction catalyzed by a solid
(heterogeneous catalysis), the diffusion of reagents to the
surface and of products out from the surface are frequently
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rate-determining steps. Surfaces having acidic character
can catalyze many reactions in soils involving water, as
hydrolysis and its reverse. Catalytically active are zeolites,
alumina, and humic substances. Transitionmetals catalyze
redox reactions (oxidation, hydrogenation).

Surface free energy (surface tension)
A molecule within a bulk phase attracts the surrounding
molecules and in turn it is attracted by them (cohesion
forces). To create a surface one has to input enough energy
to break cohesion bonds. Because at a break two surfaces
are formed, the energy given to the surface (surface ten-
sion Y, joule per square meter or newton per meter) equals
half of the energy of cohesion (ideal case). All surfaces
exhibit surface tension that is of most importance for liq-
uid surfaces.The surface of the liquid differs from its bulk.
Inside a liquid, all cohesion forces between molecules
neutralize each other while on the surface, the molecules
are much more attracted by the neighboring liquid mole-
cules, than by the gas molecules outside. As a result,
a force directed inside the liquid is formed on the surface
and the latter behaves like an elastic membrane, which
covers and compresses the liquid tending to diminish the
area of its surface (Figure 1).


The surface tension expresses the force with which the
surface molecules attract each other. Surface tension can
be modified by other compounds added into the liquid.
For example, low-molecular hydrocarbons (e.g., sugar)
dissolved in water have little or no effect on the surface
tension, as their hydroxyls interact with water molecules
via hydrogen bonds, as water molecules bond themselves.
Ions of dissociated soluble salts strongly interact with
water molecules (hydration); thus, they can further
increase the surface tension. Dissolved alcohols decrease
water surface tensions, as their nonpolar (hydrocarbon)
chains interact with water molecules only by weak disper-
sion forces. Special molecules having strongly polar
hydrophilic head and a long nonpolar hydrophobic tail
can markedly diminish water surface tension. Such com-
pounds, called surfactants reduce the surface tension of
water by accumulating at the liquid–gas interface, with
the head remaining in water and a tail directing outside.
Many surfactants can also assemble in the bulk solution

Gas


Surface


Liquid


Surface Properties and Related Phenomena in Soils and
Plants, Figure 1 Intermolecular forces at liquid–gas interface.

into aggregates (micelles). Examples of such aggregates
are phospholipid membranes in plants (e.g., cell vacuoles
used for osmotic control and nutrient storage). Soil humic
acids have an amphiphilic nature because of the presence
of both hydrophilic and hydrophobic fragments in their
structure; thus, they are able to reduce water surface ten-
sion as well, and can form micelle-like aggregates. In soil
environments, such surface activities of humic acids can
play an important role in the transport, bioavailability,
and biodegradability of hydrophobic organic pollutants
(a pollutant is bound to a hydrophobic part of humic acid
and so follows its pathway). Usually the surface activity
of humic acids is facilitated at lower pH of soil solution.
Similarly, hydrophobic fragments of bacterial cell walls
can adsorb hydrophobic molecules affecting contaminant
mobility.


Evaporation and condensation
The number of bulk neighbors interacting with a molecule
located on the liquid surface depends on the surface curva-
ture. If it is convex, fewer neighbors and if concave, more
neighbors are in close contact with surface molecule than
for flat surface. The cross section of the space containing
direct members of the surface molecule (interaction
sphere) on various menisci is imagined in Figure 2.


Therefore less energy is needed to move a molecule to
the gas phase (evaporate the liquid) from a convex surface
than from flat surface and than from concave surface. So
the vapor pressure p over convex surface is higher and
over concave surface is lower than the pressure over flat
surface, po (saturated vapor pressure). Obvious is that the
greater surface curvature, that is, the smaller the curvature
radius r, the effects are more pronounced (small liquid
droplets evaporate much faster than bigger ones), which
is described by a Kelvin equation


log p=poð Þ � Y=r (1)


As an environmental process, evaporation and transpira-


tion of water are collectively termed evapotranspiration.
Transpiration is the evaporation of water from the aerial
parts of plants, mostly leaves. Transpiration cools plants
and enables mass flow of water (and mineral nutrients)
through the xylem from roots to shoots that is caused by
the increase in water potential in the upper parts of the
plants due to the evaporation of water out of stomata into
the atmosphere. Plants can regulate transpiration by
changing water–atmosphere contact area, that is, by clos-
ing or opening stomata depending on external air and soil
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Surface molecule
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Surface Properties and Related Phenomena in Soils and
Plants, Figure 2 Surface molecule interaction sphere on
convex, flat, and concave surface.
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conditions or they adapt their tissue structures to perma-
nent unfavorable conditions (e.g., thick cuticles, reduced
leaf areas, sunken stomata, and hairs to reduce transpira-
tion and conserve water).


When vapor of a liquid is adsorbed on a wall of a thin
tube (capillary) or on pore walls of a porous body, the film
of adsorbed liquid forms a concave meniscus over which
the equilibrium liquid vapor pressure is lower than over
a liquid flat surface. Therefore, water vapor may con-
dense in capillaries under lower pressure than under the
saturated water pressure. The thinner the capillary, the
lower water vapor pressure is needed to condense water
and after this process is started, the whole volume of the
capillary becomes instantaneously filled by the liquid
because the radius of liquid meniscus in the tube
decreases with the amount of condensed vapor, which is
called capillary condensation. As the vapor pressure
decreases, the liquid evaporates from the capillary to the
atmosphere as vapor molecules. Various pore geometries
(different types of menisci curvature) often lead to differ-
ences in condensation and evaporation pathways (liquid
menisci are different at the same vapor pressure if the
pore is empty or filled) that is called a hysteresis. In natu-
rally occurring porous structures (soils), the geometry of
pores is very complicated. Soils and their constituents
form networks of pores, much like spaces between spher-
ical granules with large voids connected by smaller necks
and “snake-like” capillaries. In such structures, the
concept of capillary condensation is used to determine
pore-size distribution using adsorption–desorption
isotherms.


For water vapor, the relation of equilibrium vapor pres-
sure to the saturation vapor pressure can be considered as
a relative humidity of the atmosphere, so capillary conden-
sation is an important factor in soil water retention and
transport (via gaseous phase). Due to adsorption and cap-
illary condensation, soil stores water even in dry atmo-
spheric conditions.


Capillary condensation is responsible for bridging
between mineral and organic grains in soils at low mois-
tures. The condensed layer of water in the pore formed
at a contact point between grains adheres the grains. This
consolidation mechanism is particularly important in soils
poor in structure-stabilizing organic matter and amor-
phous mineral materials.

Liquid
Q


Solid
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point.

Wettability
The ability of a liquid to maintain contact with a solid
surface results from a balance between adhesion and cohe-
sion forces. The cohesive forces tend to keep liquid mole-
cules together, and the adhesive forces tend to bind them
to the surface and to spread the liquid upon it (wetting).
When the forces of adhesion are greater than the forces
of cohesion, the liquid tends to spread on (to wet) the sur-
face, while in the opposite situation, the liquid tends to
refuse the surface. Solids in which cohesion forces are
very strong (covalent, ionic, or metallic bonds) have thus
surfaces of high free energy (high-energy solids) and they
are well wettable by most liquids. If cohesion forces are
weak (e.g., van der Waals or hydrogen bonds) the solid
has low surface free energy (low-energy solids) so it is
consequently wetted only by liquids of low surface ten-
sion. Depending on wettability, a drop of a liquid placed
on a solid surface forms a truncated sphere of which the
angle at the solid surface contact point (contact angle)
ranges from 0 for completely wettable to 180� for totally
nonwettable solids. The contact angle y results from
a tendency of surface tensions to reduce the area of their
own surfaces. The surface tension of the solid YS (solid–
air interface) tends to reduce solid area by covering it with
the liquid and consequently to enlarge the area of the liq-
uid; in opposition, the surface tension of the liquid YL (liq-
uid–air interface) tends to reduce liquid area by shrinking
a drop and the surface tension of the solid–liquid interface
YSL tends to reduce its area by repelling liquid from the
contact surface. An equilibrium of interfacial surface ten-
sions at the contact point for homogeneous flat surface is
presented in Figure 3.


The force balance at the contact point can be described
by the Young equation


YS ¼ YLcosyþ YSL (2)


Natural surfaces are usually chemically and geometrically


heterogeneous and the wettability of such surfaces is
a complex function of heterogeneity. The contact angle
observed on rough surface is higher than the (intrinsic)
contact angle on the respective flat surface and depends
on the ratio of the true area of the solid surface to the
apparent contact area (roughness ratio). For example,
the lotus petal has uniformly spread hydrophobic
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igure 3 Surface tensions balance at solid–liquid–gas contact
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micropapillae on the surface and a water contact angle on
such rough surface increases almost to 180� so water on
the petal forms droplets of a spherical shape (superhydro-
phobicity), which roll out easily (self-cleaning effect). The
contact angle observed on a surface build from different
patches of various wettabilities (contact angles) relates to
the input of the areas of these patches into the whole sur-
face, which is of great importance for water movement
in soils. By reducing liquid surface tension, surfactants
in general should enhance wettability. However if strong
interactions with the surfactant polar head and the polar
surface of wettable material occur, the effect can be oppo-
site due to decrease in solid surface free energy by
adsorbed surfactant layer. Such effect is important in soils.
Polar heads of humic compounds may be bound to min-
eral surfaces (or to each other) by ion-dipole or dipole-
dipole interactions. Under water-saturated conditions, the
stability of such associates is not high because weak elec-
trostatic bonds are destabilized by water molecules; how-
ever, in undersaturated conditions they become
increasingly important. Drying leaves organo-mineral
and organic–organic associates with hydrophobic parts
directed outward and (if enough organic matter is present)
the soil becomes strongly hydrophobic, requiring a long
time of watering to restore its original hydrophilic
properties.

Capillary rise
When one end of a capillary is immersed in a liquid, it
adheres to the surface of the tube with definite contact
angle, forming a concave meniscus inside the tube if adhe-
sion interactions overcome the cohesion ones (wettable
solids), and a convex meniscus in opposite situation. The
tendency to minimize area of the highest energy surface
causes that the liquid tends to cover the solid surface and
in consequence the liquid column in the tube is pulled up
in the case of wettable solids and down in the case of
nonwettable solids (here the highest energetic is liquid–
air surface). The above phenomenon is called capillary
action. Surface tension forces proportional to the curva-
ture of the liquid meniscus surface r (equal practically to
the capillary radius) act until they are balanced by weight
of the liquid column (proportional to liquid density r, the
area of the column cross section, and the height of the
column H ):


rYLcosy � rr2H (3)


Thus, the height of the capillary rise is higher in thinner


tubes. This phenomenon is important in movement of
water in soil and transpirational pull in plants as it allows
water to move up without the need for special transport
mechanism. Capillary rise pulls water in soil up to the sur-
face of the ground, where from it evaporates. This loss of
soil water is minimized by plowing – mechanical disrup-
tion of upper soil layer enlarges diameter of capillaries
and breaks capillary rise.

Osmosis
When a bulk liquid is separated by a membrane having
pores permeable to liquid molecules, statistically the
same amount of molecules will pass through the mem-
brane from one side to another and vice versa. If into
one part of the separated liquid a soluble substance is
added, which molecules are too large to pass through
the membrane pores (semipermeable membrane), statisti-
cally more liquid molecules passes the membrane from
the side of pure liquid than from the side of solution
(instead of some liquid molecules that should pass
through, molecules of the dissolved substance collide
with the membrane being reversed), and as a result the
solution is diluted. This dilution may be stopped by
exerting an external pressure on the solution thus forcing
the liquid molecules to move in opposite direction
(to counteract the osmotic pressure). The osmotic pres-
sure P is directly proportional to the concentration of
the dissolved substance c:


P � c (4)


If the other side of the membrane is in contact not with


pure solvent but with other solution, the total pressure on
the membrane is the difference between osmotic pressures
on its two sides. In isotonic situation when the osmotic
pressures on both sides of the membrane are the same,
no solvent movement occurs. Similar to capillary rise,
osmosis is a physical process in which water moves, with-
out input of energy. Seeds use osmotic pressure to crush
rocks. Net movement of solvent from the less-
concentrated (hypotonic) to the more-concentrated
(hypertonic) solution is a frequent phenomenon responsi-
ble for water transport into and out of plant cells as many
biological membranes are semipermeable (permeability
may depend on solute charge and size). Osmosis is respon-
sible for the ability of plant roots to uptake soil water,
for the turgor pressure of a cell and for regulating an
aperture of stomata. When a plant cell is placed in
a hypertonic solution, the water in the cells moves out
and the cell shrinks, which finally can lead to plasmolysis,
while in the opposite situation the cell expands and can
finally explode. To reach a balance in osmotic pressure,
plants developed a homeostasis mechanism known as
osmoregulation.

Solubility
Solubility is the property of a solid, liquid, or gas (solute)
to dissolve in a liquid forming a homogeneous solution.
The opposing process to dissolution is precipitation
(or crystallization) of a solid. The solubility prolongs until
these two processes reach the same rate (saturated solution).
Temperature, presence of other species that can react with
solute molecules, or pressure (especially for gases) can alter
these rates and can thus influence the solubility. Solubility
results from prevalence of intermolecular interactions
between molecules of the solvent with that of the solute
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over those among the molecules of the solute itself and is
supported by the entropy factor (dissolved molecules are
more dissipated). The solute dissolves better in a solvent
having similar polarity to itself (like dissolves like). The sol-
ute molecules may form several species in the solution by
dissociation, hydrolysis, and polymerization.


Solubility depends on the size (surface area) of the
(solid or liquid) solute (similarly as evaporation). So
smaller crystals are better soluble than larger ones that
results in precipitate aging (the crystal size spontaneously
increases in time). Therefore in soils, the solubility of
amorphous phases of silicon, aluminum, and iron oxides
rather than their more crystalline forms govern the concen-
tration of respective ions in soil solution. Solubility
depends also on the polymorphic form of the crystal solid;
thus, weathering rates of different rocks of the same chem-
ical composition may significantly differ. Contrary to
most solids, the solubility of gases in water decreases with
temperature, which may cause root oxygen stress in soils
at warm seasons.


Many solids dissolve congruently, which means that
the composition of the solid and the dissolved solute are
identical. However, some substances dissolve incongru-
ently, that is, the composition of the solute in solution dif-
fers from that of the solid. This process is accompanied by
alteration of the solid being dissolved and formation of
a secondary solid phase. Formation of metamorphic rocks
results from incongruent dissolution. Most soil clay min-
erals dissolve incongruently.


Different soils have diverse solutions depending on soil
composition and environmental conditions. Its composi-
tion is determined by weathering of parent rock, mineral-
ization of plant residues, dissolution of primary minerals
by carbonic acid that liberates calcium, magnesium,
and potassium ions, and exchange of gases with the soil
atmosphere. Soil solutions can contain dissolved sugars,
fulvic and other organic acids, plant micronutrients such
as zinc, iron, and copper, plus other metals, ammonium
plus a host of others. Calcium is common in forest soils,
some soils have high amount of sodium ions that greatly
impact plant growth. The upper layers of soil water usu-
ally have higher organic content than the lower soil layers.
Surface waters with high content of dissolved organic
compounds (DOC) are typically found in peat and bogs
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areas. Soil pH effects the type and amount of anions and
cations that soil solutions contain.


Colloids
Solutes dissolved in a solvent behave as a part of the liquid
phase and they do not exhibit their surfaces (no phase
boundary). If larger and larger particles (molecules) are
dispersed in a liquid, they start to exhibit defined bound-
aries against the liquid and behave as individual phases
(particles of approximate sizes above 0.002 mm). Such
particles form a suspension named colloid. If particles size
increase further to more than 0.2 mm, the mixture is
formed, from which the particles tend to separate out
quickly from the liquid phase. Colloids constitute the most
chemically active fraction in soils, because the higher the
contact surface in respect to the phase volume the more
pronounced are surface phenomena. They are mineral or
organic (humus) and could be crystalline (e.g., minerals
and clay minerals of definite structure) or amorphous
(e.g., hydrous oxides of iron, aluminum, and silicon).
Behavior of soil colloidal systems depends on composi-
tion of soil solution in which finely dispersed mineral
and organic particles are suspended.


Surface charge of soil constituents
The sources of charges on soil colloids are permanent
(constant) charges due to isomorphic substitutions in clay
minerals, and variable (pH dependent) charges due to bro-
ken edge, OH, and COOH groups.


Clay minerals are finely divided crystalline aluminosil-
icates. The basic building elements of the clayminerals are
two-dimensional silicon–oxygen tetrahedral sheets and
aluminum- or magnesium–oxygen–hydroxyl octahedral
sheets. Kaolinite type minerals are built from one silica
and one alumina sheet by sharing oxygen atoms between
them (1:1 two-layer minerals). Montmorillonite type min-
erals are built from one octahedral sheet sharing oxygen
atoms with two silica sheets (2:1 three-layer minerals).
Isomorphic substitution of Si- and/or Al-ions in the crystal
lattice by lower positive valence ions and accompanied
“unsaturation” of oxygen bonds results in that clay lamel-
lae achieve permanent negative charge exhibited on basal
planes of the minerals (Figure 4).

Aluminium Negative charge


Isomorphic substitution
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igure 4 Isomorphic substitution of silicon by aluminum in the
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Depending on the degree of substitution (influenced by
conditions of mineral genesis) the layer charge density dif-
fers among different clay minerals. For most frequently
occurring clay minerals, this charge amounts from a few
thousands (kaolin group) by few tens thousands (mica
group – illites) to hundreds thousands (smectites, zeolites)
of coulombs per kilogram of the mineral (1 coulomb =
6,24�1018 elementary charges). Frequently a part of the
permanent lattice charge is neutralized by specifically
bound cations inside the spaces between several subse-
quent structural layers of the mineral, as this occurs in
illites due to binding of potassium cations. Permanent
charge minerals dominate in mineral soils of the temperate
climatic zone; therefore, soils of these regions are called
permanent charge soils.


Contrary to the permanent charge, some mineral soil
constituents can have either positive, zero, or negative
charge of the magnitude depending on the composition
of the soil solution (pH, concentration, ionic composi-
tion). In relatively low pH range, surface hydroxyl groups
of these constituents may associate protons from soil solu-
tion via hydrogen bonds, thus, the surface becomes posi-
tively charged. In relatively high pH range, these surface
hydroxyls may undergo acidic dissociation, resulting in
formation of negative charge. At a defined pH value,
the surface hydroxyls neither associate the protons from
the solution nor dissociate their own ones and the surface
has no charge. The latter value of pH is called point of zero
charge (PZC). One can imagine the above reactions are
similar to these illustrated in Figure 5 for aluminum (or
iron) oxide.


The point of zero charge for some most frequently
occurring soil constituents is at pH values between 3 and
4 for silicon oxides, 5 and 8 for iron oxides, 6 and 10 for
aluminum oxides. Tetrahedral Si–OH (silanol) and octa-
hedral Al–OH (aluminol) groups situated at the mineral
edges and hydroxyl-terminated planes of clay lamellae
may be also involved in proton donor–acceptor reactions
of hydroxylic groups; however, only 5–10% of the nega-
tive charge on 2:1 layer silicates is pH dependent, whereas
50% or more of the charge developed on 1:1 minerals can
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be pH dependent. The PZC of edge surfaces of clay min-
erals is most frequently around 8.


Reactions of proton association/dissociation reactions
on variable charge surfaces constitute important mecha-
nisms of soil acid–base buffering systems.


Electrostatic charges dependent on pH are present to
some extent in nearly all terrestrial ecosystems, however,
they are predominately found in highly weathered soils
of humid tropics and subtropics, as Oxisols, Ultisols,
Alfisols, Spodosols, and Andisols (variable-charge soils),
which collectively cover nearly one third of the global ice-
free land surface area.


Humus is a major part of soil organic matter. It origins
from a decomposition of animal and plant residues by soil
flora and fauna to a point where it is highly resistant to fur-
ther breakdown or alteration. Humic and fulvic acids are
most important constituents of humus and their relative
ratio increases with organic matter oxidation (mineraliza-
tion). Humic substances are very complex, molecularly
flexible polyelectrolite materials with almost acidic
(mostly carboxylic and phenolic) surface functional
groups. Humic acids are larger and more aromatic than
fulvic acids. Fulvic acids are more water soluble and more
oxygenated than humic acids and have more total acidity
and more carboxylic acid functional groups than humic
acids. Surface functional groups of soil organic matter have
very different acidic strength, depending not only on the
kind of the group, but also on its locality. Surface groups
of stronger acidic character are neutralized at lower pH
values leaving a negative charge on the surface. The
weaker acidic is the group, its neutralization requires
higher pH value. Therefore the higher is the soil pH, the
larger negative surface charge occurs on organicmatter sur-
faces. Acidic surface groups located closely to each other,
create common electric field surrounding these groups
and within this field their protons become delocalized
(proximity effect). The delocalized protons behave as
strong acids and so the neighboring groups are very
strongly acidic so the soil organic matter has some negative
charge even at very low pH values. Charging of organic
matter surfaces also markedly contribute to soil buffering.

H
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igure 5 Formation of variable charge on surface of aluminum or
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Bacterial cell walls expose numerous carboxyl, phos-
phate, and phenolic types of functional groups to the aque-
ous phase, and are negatively charged at pH values above
approximately 2–3.

Electric double layer
The charged surface attracts ions of opposite sign of
charge (counterions) from soil solution and repels ions
of the same sign (coions). The tendency of the whole sys-
tem to rich minimum potential energy would request the
counterions to locate just near the surface and the coions
to be repelled. The simultaneous tendency to rich maxi-
mum dissipation (entropy) would request a uniform distri-
bution of both counter and coions in the solution. Thus, in
the system, the potential energy factor is responsible for
accumulation of most counterions close to the surface
and repulsion of the coions while the entropy factor causes
diffusion of some counterions out from the surface and of
coions to the surface. As a result of these two opposite ten-
dencies, the specific distribution of the ions near the sur-
face occurs, which meets the conditions of minimum
free enthalpy. The ions balancing surface charge together
with the charged surface are called electric double layer
(EDL) or diffuse double layer (DDL). The schematic
buildup of this layer is shown in Figure 6 wherein only
counterions distribution is depicted.


The double layer can be roughly approximated as an
electric condenser of one plate being the surface and the
second being the layer containing counterions. The elec-
tric capacity of the condenserC equal to the plate (surface)
net charge q divided by the electric potential U is propor-
tional to the area between plates (i.e., area of the charged
surface) S divided by the distance between the condenser
plates d (i.e., the DDL thickness):


C ¼ q=U � S=d (5)


The rise in concentration and/or in counterion valence


leads to the drop of the DDL thickness that, because the
area of the charged surface is constant, leads to increase

Minimum
potential
energy


Maximum
enthropy


Maximum
free enthalpy
real situation


Surface Properties and Related Phenomena in Soils and
Plants, Figure 6 Distribution of counterions near negatively
charged surface.

in DDL-condenser capacity. In the case of permanent
charge soil constituents, (q is constant) this is connected
with surface potential decrease. For variable charge com-
ponents, the surface potential is governed by the point of
zero charge PZC and this is constant at a given pH:


U � PZC� pH (6)


Thus, for such components, the increase of salt concentra-


tion and/or counterion valence leads to the increase of sur-
face charge by the dissociation of surface protons to the
solution (above PZC) or association of the solution pro-
tons to the surface (below PZC).


Prevalence of negatively charged surfaces in temperate
climatic zone soils causes that they bound mainly cations.
And so the troubles with anionic fertilization may arise.
For example, the negatively charged nitrate anions are
repelled to the solution and they are easily washed out
from the soil with the rainwater. Therefore, this is better
to apply the nitrate fertilizers in a few doses rather than
in a single one, or to use foliar application. In mineral soils
of humid tropics, having usually lower pH than the PZC,
the deficit of cationic nutrients is a frequent phenomenon.


Ion exchange
The counterions present in the DDL may be easily
exchanged with other ions being actually in an excess in
soil solution as soluble salts. This process is called ion
exchange and is schematically presented in Figure 7.
The formal boundary between the DDL and the bulk solu-
tion is drawn as a dashed vertical line.


Higher electrostatic force exerted by the charged sur-
face on the higher valence counterions causes that they
are better electrostatically adsorbed so their ratio to lower
valence counterions is higher near the surface than in the
bulk solution. When the surface potential drops to zero,
this ratio approaches the ionic ratio in the bulk solution.
The higher is the charge of the counterion and the higher
is its mass, the higher is the force of its binding and so this
ion is more difficult to be exchanged by other ions. There-
fore, acidic soils may loose their ability to bind nutrient
cations: trivalent aluminum cations or polymeric alumi-
num cations of large charge and mass may be so strongly
bound that the soil charge becomes almost totally blocked.

DDL Solution DDL Solution


Surface Properties and Related Phenomena in Soils and
Plants, Figure 7 Schematic view on cation exchange.







SURFACE PROPERTIES AND RELATED PHENOMENA IN SOILS AND PLANTS 885

Deblocking of soil surface charge and renovation of
exchange properties of the soil requests neutralization of
aluminum and its precipitation as oxides, which can be
performed by liming.


Cations adsorbed in the DDL (cations of soil exchange
complex) are easily taken by plants. To fulfill the condi-
tion of an electric neutrality of the system, the plant should
release the equivalent amount of cations to the soil. These
are hydrogen ions, because the plant cannot produce the
other ones. This is one of the important mechanisms of soil
acidification, and is more pronounced in agricultural areas
from which the soil nutrients are removed from soils
together with the taken biomass. Therefore, the crops need
the mineral nutrients supply. In natural environments the
cations taken from soils, or at least their large part, may
return to the soil after decomposition of the dead plants.
From this reason, this is advantageous to leave the crop
residues in the field after harvesting.


The quantity of exchangeable cations in the zone adja-
cent to the charged surface that can be exchangeable for
other cations is called the cation exchange capacity
(CEC). Agricultural sciences regard CEC as the ability
of the soils to supply cations. The range of soil colloid
CEC ranges from about 4 cmol kg–1 for Si oxides to about
600 cmol kg–1 for humic acids. Thus, humus has the
highest CEC in comparison with minerals like kaolinite,
monmorillonite, smectite, and even zeolite. Contrary to
constant charge clay minerals, organic matter does not
have a fixed CEC and it increases markedly with increas-
ing pH. So to measure the actual CEC of a soil, pHmust be
constant during the procedure.


The CEC of plant roots is mainly determined by the
number and density of carboxylic groups of pectines and
proteins present in cell walls, thus, this is dependent on
pH. It is responsible for cations uptake from soil. The
lower the CEC of the roots (lower surface charge density
and lower surface potential), the lower is the ratio of poly-
valent to monovalent cations at the root surface at the same
composition of the soil solution and the uptake of polyva-
lent cations by the plant is respectively smaller. Therefore
low root CEC ensures with plant tolerance on soil acidity
(aluminum). As a rule, dicotyledonous plants have
markedly higher CEC than monocotyledonous plants;
therefore, they uptake relatively more polyvalent cations

Surface Properties and Related Phenomena in Soils and Plants, Fig
relative movement of solid and liquid phases.

(e.g., Ca and Mg) and in natural environments poor in cal-
cium and magnesium they eliminate monocots from
mixed populations. And the opposite occurs in potassium
poor habitats. The plant can modify the root CEC
depending on nitrogen and phosphorus supply, availabil-
ity of microelements, soil density (compaction), as well
as oxygen, heavy metals, or aluminum stresses. During,
the Al stress the density of variable surface charge of the
roots decreases markedly that may lead to significant
depression of the relative amount of multivalent alumi-
num ions present at the root cation exchange sites that
may serve as a kind of plant self-protection mechanism.

Electrokinetic phenomena
Because counterions in DDL diffuse into the surrounding
solution, they can move together with the liquid phase. So
if an external force causes a movement of the liquid in
respect to the charged solid, some of the counterions are
taken apart from the surface by the migrating liquid as this
is shown in Figure 8.


As a result, the electric field arises that brakes the fur-
ther movement of the counterions. This electric field exists
until the liquid movement stops. Thus the movement of
the solution through a capillary tube with charged walls
or a porous body composed from charged particles (soil)
creates an electric potential between inlet and outlet of
the liquid that is called streaming potential. Similarly, if
the charged particle settles down in a liquid due to gravity
(sedimentation process) or during centrifuging, the elec-
tric potential along the liquid phase arises that is called
sedimentation potential.


On the other hand, if the external electric field is applied
on two ends of a charged capillary tube or on opposite
sides of a porous body composed from charged particles,
the charges in DDL separate and the gradient of counter-
ions concentration arises on both ends of the body induc-
ing an osmotic pressure along it and a related movement
of the liquid phase to “dilute” the counterions that is called
electroosmosis. If the capillary tube is placed vertically,
the electroosmosis goes until the hydrostatic pressure of
the water column (plus capillary rise term) equals the elec-
troosmotic pressure. However if the capillary is placed
horizontally the electroosmosis lasts until the liquid is

ure 8 Separation of charges in diffuse double layer (DDL) due to







886 SURFACE PROPERTIES AND RELATED PHENOMENA IN SOILS AND PLANTS

present at the inlet, so this whole liquid may be transferred
through the capillary or porous body.


Electroosmosis has been frequently used in geotechni-
cal and environmental soil engineering as a method of soil
improvement including electroosmotic dewatering, con-
taminant removal, electrobioremediation, and electro-
chemical remediation. Electroosmosis is applied for
consolidation of foundation soils and drying building
structures. However numerous disadvantages accompany
electroosmotic treatment in soils as electrolysis, hydroly-
sis, oxidation, reduction, local changes in pH, mineral
decomposition, precipitation of salts, or secondary
minerals.


Electroosmosis is applied in plant physiology to
explain movement of water via the phloem. Preferential
uptake of similar charge ions (e.g., K+) to the interior
results of the cells in ions unbalance alongside the phloem
and accompanied electric field forces water molecules and
other solutes present to moved upward.


Movement of soil animals (having charged surface of
the body) causes the electroosmotic flow in a micro
thin layer of water at the body surface that serves as
a lubricant against the rough particles of the surround-
ing soil.


If the electric field is applied to a liquid containing
suspended charged particle, separation of diffuse layer
charges on sides of the opposite particle results in differ-
ences in osmotic pressure that causes the movement of liq-
uid around the particle to more ion concentration region.
Thus, a liquid pressure is exerted on the respective side
of the particle and it is pushed forward that is called elec-
trophoresis. Electrophoresis is a very important tool to
study biomolecules (genes, proteins, and enzymes).

Aggregation
The interaction between the colloidal mineral phases, with
special reference to clay minerals, and colloidal humic
substances, is a crucial step for the formation and stabiliza-
tion of organo-mineral aggregates in soil. Since organic
anions are normally repelled from the negatively charged
surface of soil minerals, the interaction with humic sub-
stances occurs only when cations, present on the exchange
complex, act as a bridge between the mineral and the
organic phases. The effectiveness of cations in binding
clay minerals and humic substances increases with their
charge, so that polyvalent cations are more able to stabilize
the aggregates than monovalent cations.


Although the overall particle charge of clay minerals is
negative in general, both negatively and positively
charged parts on the surface of clay mineral particles exist
simultaneously below PZC that favors positively charged
edge-to negatively charged face aggregation.


Repulsion forces between permanent charges of clay
minerals may be diminished by increased concentration
of soil solution due to decrease in DDL electric potential
and in this case face-to-face aggregation takes place.

Below their PZC, positively charged iron and alumi-
num oxides act as cementing agents for clay minerals
and humic particles.


Summary
A vast number of environmentally important processes
occur on surface of soil solid phase. This surface is
extremely complex due to diversified mineral, organic
and ionic composition of soil constituents, and it con-
stantly changes under various environmental factors. Soil
surface become increasingly used for description and
modeling of soil physical, chemical, and biological pro-
cesses as fertility, mass and energy exchange, accumula-
tion of various species, water retention, microbial life,
catalysis, pollution, acidification and alkalization, soil
organic matter leaching, and oxidation as well as for quan-
titative analysis of soil typological and genetic properties.
Surfaces of plant tissues play very important role in plant
transport processes, their reaction on stresses, and adapta-
tion to environmental conditions.
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Synonyms
Micro-relief; Micro-topography


Definition
Surface roughness is the height changes in reference to the
general shape of a surface. For soils, surface roughness is
the shape of a surface when the topographic slope has been
removed.


Introduction
Roughness is the second most obvious feature of the soil
surface after its color. Being at the interface between soil
and atmosphere, surface roughness affects water transfer.
Surface roughness can store water in puddles, enhance
infiltration, and limit overland flow. It can also affect the
path, depth, and velocity of overland flow.


Because surface roughness can present various charac-
teristics due to field work and rainfall, its effect on water
transfer vary in space and time. The complexity in deter-
mining roughness effects comes from this variability but
also from its time-consuming measurement. However,
relationship between characteristics of surface roughness
and water transfer can be drawn. Defining several kinds
of roughness helps in understanding them.


Surface roughness characteristics
Soil surface roughness is usually divided into two compo-
nents: the random roughness and the oriented roughness
(Allmaras et al., 1966). Oriented roughness is related to
fieldwork and to soil erosion. When related to fieldwork,
oriented roughness is described as ridges and furrows. It
can be characterized by a wavelength (about 1 dm), an
amplitude (ranging between 1 cm and 1 dm), and
a direction. All these features depend on the type of field-
work. As a soil erosion feature, oriented roughness con-
sists in the rill network. It is characterized through the
rill density (length of rills per unit area) and rill depth.


By contrast, random roughness is isotropic, meaning
that its features do not change significantly with direction.
It is related to clods and aggregates created by fieldwork at
the soil surface. The amplitude of random roughness
ranges between a fewmillimeters and 1 dm.When analyz-
ing the correlation of height with the distance (e.g.,
through a semi-variogram), a correlation length is usually
found. This correlation length ranges between a few milli-
meters and 1 dm. At distances smaller than the correlation
length, a correlation is present. For distances larger than
the correlation length, little correlation exists. So, even if

it has some randomness in its features, random roughness
has nevertheless a spatial structure.


Usually soil cracks are not considered as part of the sur-
face roughness. They are seen as vertical objects included
in the soil and, as such, a constituent of soil porosity.

Surface roughness measurement
Because the geometry of the interface between the soil and
the atmosphere affects transfer through this interface and
on this interface, measurement of surface roughness is an
important issue (Jester and Klik, 2005). The simplest
device to measure surface roughness consists in a chain
placed across the soil surface. The distance between the
two ends of the chain is measured. Comparing the actual
length of the chain with this distance gives an estimate
of the roughness. The shorter the distance between the
ends is, the rougher the surface is.


The most used device is called a “pin meter.” A pin
meter consists of a frame holding a set of equally spaced
pins. Set vertically above the soil surface, the pins slide
down up to come into contact with the soil surface. Refer-
ence lines drawn on the frame allow for manual or auto-
matic reading of pin heights. Hence, a profile of the
surface roughness can be measured. The most sophisti-
cated versions of pin meter replace the pins by a single
laser pointer traveling along the frame. They allow for
a smaller step of about 1 mm.


The most sophisticated devices are able to build digital
maps of surface heights with a millimeter resolution. First
devices were using a single laser pointer traveling over
a surface of about 1 square meter. Most recent devices
can measure the heights along a profile simultaneously.
By acquiring a set of profiles parallel to each other,
a height map can be build. Another way to build height
maps is to use stereophotogrammetry, i.e., a set of two pic-
tures of the soil surface taken from slightly different loca-
tions. First manual, automatic computing of height maps is
now possible. The main interest of height maps is in the
direct quantification of features such as flow network
and volume of puddles.


It should be noted that, whatever the device used to
measure the roughness, some features are ignored – such
as overhangs under clods for example.


Another way of estimating the surface roughness is
through the use of satellite or aerial radars. Radars are able
to estimate surface roughness with a resolution of about
100 m2 over large surface areas and can be of great help
in estimating the roughness pattern at watershed scale.


A lot of work has been devoted to define indices to
characterize random roughness. These indices aim at sum-
marizing the random roughness features into a single num-
ber. Most of these indices are statistical values, such as the
standard deviation of heights. Currently, there is no uni-
versal index accepted by all soil specialists. The random
roughness index (usually noted RR) should not be con-
fused with the random roughness: RR is a number aiming
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at summarizing some features of the roughness while the
random roughness per se is an object.


Surface roughness effects on infiltration
Infiltration is a vertical transfer of water. A surface will
have a higher infiltration capacity if it consists of numer-
ous clods or if it can hold water in puddles. The spaces
between the clods are large pores able to conduct rainfall
or irrigation water downward. With the addition of water,
pores will be more and more occluded through sealing and
crusting. This phenomenon will decrease soil roughness.
Therefore, roughness amplitude and infiltration capacity
will decrease with time, but the relationship between them
is not linear: infiltration capacity can become very low
with the roughness amplitude still being high (Helming
et al., 1998a; Darboux and Huang, 2005). More than the
roughness amplitude, it is the kind of roughness that is rel-
evant to infiltration, specifically its cloddiness and the
presence of surface depressions.


Both ridge-and-furrow oriented roughness and random
roughness can create depressions on the surface. Depres-
sions are able to store water into puddles (Planchon
et al., 2001). Though temporary, this storage can represent
a significant volume of the inflow water. It can also be
important because the water stored in puddles will not take
part in overland flow but will infiltrate or evaporate
instead. The volume of water that can be stored on
a surface unit is called surface storage capacity. Because
of sealing and crusting, depressions can have a low infil-
tration capacity compared to other parts of the surface.
Hence, because surface roughness cause variability in
sealing and crusting, it leads to spatial variability in infil-
tration capacity.


Surface roughness effects on overland flow
The surface roughness can delay the triggering of overland
flow. This effect is due to surface porosity and to puddle
filling and has been discussed previously.


Surface roughness also affects flow path. In the case of
rills, the direction of oriented roughness is also the flow
paths. Except for this special case, above the scale of
a few square meters, flow direction is controlled by the
interaction between the slope gradient, and the amplitude
and direction of oriented roughness (Souchère et al.,
1998; Takken et al., 2001). If the slope gradient is large,
flow paths will be controlled by the slope. Otherwise, flow
path can be in the direction either of the slope or of the fur-
rows. Hence, in agricultural fields with low slope gradient,
the actual flow network can be quite different from the
flow network computed from the digital elevation model
of a watershed only. This strongly advocates for including
the effect of ridge-and-furrow into the computation of
flow networks of watershed management models.


Random roughness has several effects on overland
flow: it can change the overland flow velocity, depth,

and direction. The effect of random roughness on flow
direction can be characterized at the scale of 1 m2


(Römkens et al., 2002). The geometry of flow networks
in interrill areas is similar to the one of river networks.
Because the depth of overland flow is similar to the height
of random roughness, numerous mounds protrude through
the flow. Therefore, in interril areas, though this flow is
usually called sheet flow, it looks more like a net than
a sheet.


A larger random roughness is usually expected to slow
down the flow. Hydraulic studies, mainly carried out in
open channels, account for the random roughness of the
walls through a friction coefficient (such as Manning
and Darcy Weisbach coefficients). In these studies, the
height of the roughness is always much lower than
the water depth. The roughness of the channel affects the
water velocity without changing the flow direction. Such
roughness is termed hydraulic roughness.


Because overland flow in interrill area is very different
from channel flow, the applicability of hydraulic rough-
ness concept and coefficients to overland flow, though
widespread, remains debated by the scientific community
(Smith et al., 2007). Because the flow occurs between
moods, random roughness can cause the flow to be deeper
than expected (Helming et al., 1998b). Consequently, flow
velocity could be increased – and not decreased – by
a larger roughness. In order to better account for this spec-
ificity of overland flow on agricultural fields without
abandoning the hydraulic roughness concept, “equivalent”
friction coefficient values are used.

Summary
The usual splitting of surface roughness into oriented and
random roughness has been of great help to understand the
effects of surface roughness on water transfers. Other sub-
components, such as mounds and depressions are also
meaningful in better inferring the interaction between
roughness and water flow. The roughness measurement
remains an issue for improving our knowledge.
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SURFACE RUNOFF


Precipitation, snow melt, or irrigation in excess of what
can infiltrate the soil surface and be stored in small surface
depressions.
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SURFACE STORAGE CAPACITY


The maximal volume of water per unit area that can accu-
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(i.e., rainfall exceeding the soil’s infiltrability). When sur-
face storage capacity is exceeded, overland flow begins.
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SURFACE TENSION


The resistance of a liquid body to an increase in its surface
area. It is due to the cohesion between the liquid molecules
and is expressed quantitatively as the force per unit length
or the energy per unit area needed to overcome that resis-
tance and to increase the surface of the liquid.
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SURFACE-WATER EXCESS


The excess of rainfall intensity over the infiltration rate.

SUSPENSION


A system in which very small particles are uniformly dis-
persed in a liquid or gaseous medium.
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SWELLING
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Products; Shrinkage and Swelling Phenomena in Soils
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Nomenclature
Am Area of adsorbed molecule (m2)


As Specific surface area (m2 kg�1)


Ca Aqueous-phase concentration (mg l�1)


Cs Solid-phase concentration (kg kg�1)


Cs,max Maximum solid-phase concentration (kg kg�1)


Cs,mon Monolayer solid-phase concentration (kg kg�1)


n Number of adsorbed layers


NA Avogadro’s number (molecules mol�1)


P Vapor pressure (Pa)


P0 Saturated vapor pressure (Pa)
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P/P0 Relative vapor pressure


QA Heat of adsorption (J mol�1)


QC Heat of condensation (J mol�1)


R Ideal gas constant (J K�1mol�1)


r Radius of particle (m)


Vs Volume of solid (m3)


WOD Weight of oven-dry solid (kg)


a BET isotherm parameter


b Langmuir isotherm parameter


rl Liquid density (g cm�3)


rs Solid density (g cm�3)
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Introduction


The surfaces of soil particles play a critical role in many processes, including chemical reactions, contaminant adsorption, colloid


filtration, and water imbibition and drainage. The specific surface area of soils and soil constituents can range from less than


0.1 m2 g�1 (1�102 m2 kg�1) to more than 800 m2 g�1 (8�105 m2 kg�1). Soils consisting primarily of sands (i.e., particle


diameters of 0.05–2.0 mm or 5�10�5 m to 2�10�3 m) typically possess relatively small specific surface areas, usually less than


0.5 m2 g�1 or 5�102 m2 kg�1. In contrast, soils containing appreciable amounts of clay minerals and organic matter tend to


exhibit much larger specific surface areas (Table 1). Quantification of specific surface area may involve direct physical measurement


of particle size and shape, adsorption of probe molecules from either the gas or aqueous phases, or the retention of polar liquids.


Although the methods used to measure the specific surface area of soils and soil constituents are relatively well established,


interpretation and appropriate use of the resulting data can present challenges. In general, such complications arise from two


factors: (1) sample pretreatments such as drying, sieving, organic-matter removal, and metal-oxide removal can markedly alter


measured values of specific surface area; and (2) the use of different probe molecules and measurement techniques can result in


vastly different specific surface area values for the same soil.


The adsorption of nitrogen (N2) gas, in conjunction with the Brenauer–Emmett–Teller (BET) equation, is the most common


method of surface area determination. However, it is widely recognized that N2 does not access the interlayer surfaces of expandable


clay minerals after sample drying. To overcome this limitation, the retention of polar compounds, such as ethylene glycol monoethyl


ether (EMGE) or water, has been utilized tomeasure the total specific surface area (i.e., internal+external) of soils and expandable clay


minerals. However, specific surface area values obtained by these two methods (e.g., N2/BET and EGME) may be similar or divergent,


depending upon sample composition and preparation. For example, soils that contain only trace amounts of organic matter and


expandable clay minerals tend to yield relatively consistent specific surface area values regardless of the method applied (e.g., see


kaolinite and Lula aquifer sand in Table 1). However, for soils containing appreciable amounts of organic matter or expandable clay


minerals, selection of an appropriate measurement technique, as well as the interpretation of the resulting specific surface area data, is


farmore difficult.Due to the potential for polarmolecules (e.g., water and EGME) topartition into soil organicmatter and interactwith


exchangeable cations, the retention of these molecules may or may not correspond tomonolayer surface coverage. As a consequence,


the interpretation of specific surface area values derived from the retention of polarmolecules can be problematic, andmay ormay not


yield an accuratemeasure of specific surface area. Thus, it is generally accepted that theN2/BETmethodprovides a relatively simple and


reproducible technique for assessing external specific surface area of soils, while the retention of polarmolecules provides ameasure of


the total (external and internal) specific surface area of natural soils and expandable clay minerals.

8-0-12-409548-9.09583-X 1
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Table 1 Comparison of specific surface area values obtained by N2 gas adsorption and ethylene glycol (EG) or ethylene glycol monoethyl ether
(EGME) retention


Sample Organic carbon content (g kg�1) Specific surface area (�103 m2 kg�1)


N2/BET method EG/EGME method


Kaolinite (KGa-1)a 0.0 10.05 16.0
Montmorillonite (SWy-1)a 0.0 31.82 662.0
Montmorillonite (SAz-1)a 0.0 97.42 820.0
Wyoming bentoniteb 0.0 65.0 372.0
Lula aquifer sandc 0.1 7.7 10.5
Boston siltb 26.6 28.6 46.0
Webster soild 33.2 8.2 168.4
Ashurst soilb 45.5 6.3 25.8
Houghton muckd 445.7 0.8 162.9


BET, Brunauer–Emmett–Teller.
avan Olphen H and Fripiat JJ (1979) Data Handbook for Clay Minerals and Other Non-metallic Minerals, pp. 203–211. New York: Pergamon Press.
bCall F (1957) The mechanism of sorption of ethylene dibromide on moist soils. Journal of the Science of Food and Agriculture 8: 630–639.
cRhue RD, Rao PSC, and Smith RE (1988) Vapor-phase adsorption of alkylbenzenes and water on soils and clays. Chemosphere 17: 727–741.
dPennell KD, Boyd SA, and Abriola LM (1995) Surface area of soil organic matter reexamined. Soil Science Society of America Journal 59: 1012–1018.


2 Specific Surface Area

Direct Physical Measurement


Direct physical measurement of specific surface area typically involves the use of light or electron microscopy to determine the


shape and dimensions of individual soil particles. Such observations are often supplemented with X-ray diffraction measurements


to assess crystallographic structure and interlayer spacing of clay minerals. Provided that a characteristic particle shape and size can


be determined, the specific surface area can be obtained from mass–volume relationships. For example, the specific surface area


(As) of a spherical particle may be calculated in the following manner:


As ¼ 4pr2


rsVs
¼ 4pr2


rs
4


3
pr3


¼ 3


rsr
[1]


where r is the radius of the solid particle, rs is the density of the solid, and Vs is the volume of the solid. Using this approach, the


specific surface area of quartz sand with a particle diameter of 1.0 mm or 1.0�10�3 m and a particle density of 2.65 g cm�3 or


2.65�103 kg m�3 would be 2.26�10�3 m2 g�1 or 2.26 m2 kg�1. In practice, specific surface area values of sands determined by


direct observation are often several orders-of-magnitude smaller than measured values due to presence of nonspherical particles,


surface roughness, and fine particles (Table 1).


An analogous mass–volume approach can be used to estimate the specific surface area of clay minerals, provided that the


structural formula and unit cell dimensions are known. For example, consider a montmorillonite with a nominal structural


formula of K0.66Si8.0(Al3.34Mg0.66)O20(OH)4 and unit cell dimensions of a¼0.5 nm or 5�10�10 m, b¼0.9 nm or 9�10�10m, and


c¼9.5 nm or 9.5�10�10 m. Assuming that the particle density is approximately 2.8 g cm�3 or 2.8�103 kg m�3, and that the edge


area (i.e., c-dimension) is negligible compared with the area of the basal surfaces (i.e., a- and b-dimensions), the specific surface


area of the montmorillonite can be estimated in the following manner:


As ¼ 2ab


rsVs


¼ 2 5:0�10�10mð Þ 9:0�10�10mð Þ
2:8�103kgm�3ð Þ 5:0�10�10mð Þ 9:0�10�10mð Þ 9:5�10�10mð Þ


¼ 7:52�105m2kg�1


[2]


Using a slight variation of eqn [2], the specific surface area of the montmorillonite can also be estimated from the molecular


weight of the unit cell and Avogadro’s number (NA):


As ¼ 2abð Þ NAð Þ
MWmont


¼ 2 5:0�10�10mð Þ 9:0�10�10mð Þ 6:022�1023mol�1
� �


7:447�10�1kgmol�1


¼ 7:52�108m2kg�1


[3]


The relationships shown in eqns [2] and [3] are applicable to clay minerals existing as flat, plate-like structures with a thickness


corresponding to that of the unit cell. When water is removed from expandable clay minerals, the interlayers collapse. The resulting
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clay particle will then consist of several unit cells stacked on top of one another. If the number of unit cells contained in a collapsed


montmorillonite particle is 10, the resulting surface area would be approximately 75 m2 g�1 or 7.5�104 m2 kg�1, which is


consistent with specific surface area values reported for dry montmorillonite samples based on N2/BET analysis (Table 1).


The mass–volume approaches described above are generally limited in applicability to clean sands or pure clay mineral samples.


Many soil constituents, including metal oxides and organic matter, exist as irregular or poorly defined amorphous structures that


are extremely difficult to characterize in a manner that would allow for mass-volume calculations of specific surface area. For


example, attempts to quantify the specific surface area of clay minerals using atomic force microscopy (AFM) resulted in either


overestimation or underestimation compared to methods based on gas or liquid adsorption. Furthermore, the specific surface area


of natural soils cannot be treated as a strictly additive property due to surface coatings and mineral-organic matter associations.


Except in a few limited cases (e.g., clean sands), the specific surface area of a whole soil should not be estimated using a summation


procedure based on the surface area contributions of individual soil constituents.

Adsorption from Solution


The adsorption of dissolved molecules from solution can be used to estimate the specific surface area of a solid, provided that the


resulting adsorption isotherm exhibits a limiting or maximum value. Such adsorption isotherms are classified as Type I, and can be


described by the Langmuir adsorption model. The Langmuir model can be derived by assuming that, once equilibrium is reached,


the rate of solute adsorption on to open surface sites is equal to the rate of solute desorption from occupied surface sites. Several


assumptions are inherent to the Langmuir model, including: (1) adsorption is localized or site-specific; (2) no interactions occur


between adsorbed molecules; (3) the energy of adsorption is constant for all adsorption sites; (4) the adsorption capacity of the


solid is limited; and (5) the maximum adsorption capacity corresponds to monolayer coverage. Although the model was originally


developed to describe the adsorption of gases on solids, for solid–liquid systems the Langmuir equation may be written as:


Cs ¼Cs,maxbCa


1 +bCa
[4]


where Cs is the solid-phase concentration of solute at equilibrium, Cs,max is the maximum solid-phase concentration, b is the ratio


of the adsorption and desorption rates, and Ca is the aqueous-phase concentration of solute at equilibrium. A series of Langmuir


isotherms is presented in Figure 1 to illustrate the effect of increasing the value of b from 0.01 to 0.25 l mg�1 with Cs,max fixed at


1.0 g kg�1. As the value of b increases, the rate at which the adsorption isotherm approaches the maximum sorption capacity of the


solid (Cs,max) increases. However, the shape or steepness of the isotherm has no bearing on the maximum sorption capacity, which


is used to calculate specific surface area.


In practice, the parameters b and Cs,max can be obtained by directly fitting eqn [4] to experimental adsorption isotherm data (Cs


versus Ca) using a nonlinear, least-squares regression procedure. Alternatively, eqn [4] can be rearranged to yield the linear form of


the Langmuir equation:


Cw


Cs
¼ 1


bCs,max
+


Cw


Cs,max
[5]

Figure 1 Effect of changes in the value of the b parameter (0.025, 0.05, and 0.01 l mg�1) on Langmuir adsorption isotherms when Cs,max¼1.0 g kg�1.







4 Specific Surface Area

Here, Cw/Cs (y-axis) is plotted against Cw (x-axis) and a linear regression procedure is then used to obtain a slope equal to 1/Cs,


max and an intercept value equal to 1/bCs,max. With minor manipulation, the desired parameters are obtained as follows:


Cs,max¼1/slope and b¼ (1/Cs,max)(1/intercept).


Several organic molecules have been used in conjunction with the Langmuir equation to determine specific surface area. In the


past, organic dyes such as methylene blue were utilized because their concentration in solution could be determined by


colorimetric analysis. More recently, cationic surfactants exhibiting visible or ultraviolet (UV) light absorbance have been


employed for surface area determination. The cationic surfactant most widely used for this purpose is cetyl pyridinium bromide


(CBP), which has a strong absorbance peak at wavelength of 259 nm or 2.59�10�7 m. On most mineral surfaces, adsorbed CPB


molecules form a bilayer (i.e., double layer), yielding an effective molecular area (Am) of 0.27 nm2 or 2.7�10�19 m2. If the


measured value of Cs,max for a nonexpanding clay mineral sample was 1.0 g CPB kg�1 solid, the specific surface area would be


calculated as:


As ¼ Cs,maxð Þ NAð Þ Amð Þ
MWCBP


¼ 1:0kg�1
� �


6:22�1023mol�1
� �


2:7�10�19m2ð Þ
384:45gmol�1


¼ 4:23�102m2kg�1


[6]


Iron and aluminum oxides possess relatively low surface charge densities, and as a result CPB may not form complete bilayers


on these surfaces. Therefore, soil samples are often treated to remove oxides prior to surface area analysis by CPB adsorption. In the


case of expandable clay minerals such as montmorillonite, the adsorbed CPB bilayer on the interlayer surfaces is shared, and


therefore yields an effective molecular area of 0.54 nm2 or 5.4�10�19 m2. In addition, the external surface area must be obtained


independently using the N2/BETmethod in order to compute the contribution of internal surfaces to the overall adsorption of CPB.


A similar approach has been employed using methylene blue (MB) as the probe molecule, where the amount of MB adsorbed at


monolayer coverage is determined by titration, quantified with a spectrophotometer at a wavelength of 655 nm or


6.55�10�7 m. In equation [6], the terms Cs, max represents the amount of MB adsorbed (g kg�1) at monolayer coverage, the


surface area covered by one molecule (Am) is 1.3 nm2 or 1.3�10�18 m2, and the molecular weight (MWMB) is 319.87 g mole�1.

Adsorption from the Gas Phase


The adsorption of gases is frequently used in conjunction with the BET equation to measure the specific surface area of soils and soil


constituents. Gas adsorption on dry solid surfaces typically conforms to a Type II isotherm, characterized by the formation of


multiple layers of adsorbed molecules. Derivation of the BET equation is based on the Langmuir model, modified to account for


multilayer formation. The underlying assumptions of the BET equation are: (1) the heat of adsorption for the first layer is constant;


(2) the heat of adsorption for the second and all succeeding layers is constant and equal to heat of condensation; (3) adsorption


and desorption can only occur from exposed layers; and (4) the assumptions of the Langmuir model apply to each layer. Although


originally derived on a molar basis, the BET equation can be expressed in terms of the solid-phase concentration (Cs) as:


Cs ¼
Cs,monð Þ aP=P0½ Þ= 1�P=P0ð Þ� 1� n +1ð Þ P=P0ð Þn + n P=P0ð Þn +1� �


1+ a�1ð Þ P=P0ð Þ�a P=P0ð Þn +1 [7]


where Cs,mon is the solid-phase concentration at monolayer coverage, P is the vapor pressure, P0 is the saturated vapor pressure, and


n is the total number of adsorbed layers. The dimensionless parameter a is related to the heat of adsorption and is defined as:


a¼ e Qa�Qcð Þ=RT½ � [8]


where Qa is the heat of adsorption on the exposed surface, Qc is the heat of condensation of the liquid adsorbate, R is the ideal gas


constant, and T is temperature. The BET eqn [7] reduces to the Langmuir eqn [4] when number of adsorbed layers is limited to one


(n¼1). If the number of adsorbed layers approaches infinity (n¼1), eqn [7] reduces to the simplified form of BET equation


commonly used for surface area determination:


Cs ¼ Cs,monð Þ að Þ P=P0ð Þ
1�P=P0ð Þ 1�P=P0 + a P=P0ð Þ½ � [9]


A series of BET isotherms is shown in Figure 2 for a equal to 1, 10, and 100, with Cs,mon fixed at 1 g kg�1 and n equal to infinity.


As the value of a increases, the inflection point or ‘knee’ of the BET adsorption isotherm becomes more evident. The inflection in


the BET adsorption isotherm corresponds approximately to the point of monolayer coverage. Below the inflection point, gas


adsorption occurs on exposed surfaces. The gradual increase in adsorption above the inflection point corresponds to multilayer


formation on the surface, while the steep asymptotic rise in adsorption at relative vapor pressures approaching unity (P/P0¼1)


corresponds to liquid condensation.







Figure 2 Effect of changes in the value of the a parameter (1, 10, and 100) on Brunauer–Emmett–Teller adsorption isotherms when Cs,man¼1 g kg�1


and n¼ infinity.
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The most common gas used for BET surface area analysis is nitrogen (N2), although noble gases such as krypton (Kr) and argon


(Ar) are used occasionally for solids possessing very small surface areas (less than approx. 0.1 m2 g�1 or 1.0�102 m2 kg�1). Several


volatile organic compounds (VOCs), including benzene, p-xylene, EGME, and water vapor have also been used for BET surface area


analysis. Regardless of the gas or vapor used, the configuration of the adsorbed molecules on the surface must be known or


estimated. The most common approach used to estimate the cross-sectional area of an adsorbed molecule (Am) is related to the


liquid density (rl):


Am ¼ 1:091
MW


r1NA


� �2=3


[10]


The coefficient of 1.091 in eqn [10] is based on the assumption of an ideal hexagonal packing of adsorbed molecules on the


surface. For N2, the value of Am obtained using eqn [10] is 0.162 nm2 or 1.62�10�19 m2.


The adsorption of gases on solids can be measured experimentally using several methods. The most common method is based


on the change in vapor pressure following the introduction of gas into a small glass bulb containing a dry soil sample. To obtain the


adsorption isotherm, the volume of gas adsorbed is computed for each incremental gas dosage based on the change in vapor


pressure at equilibrium. Upon reaching the saturated vapor pressure (P/P0¼1), the process may be reversed (the vapor pressure is


incrementally reduced) to obtain a desorption isotherm, from which pore size analysis can be performed. Several automated


instruments based on this principle are available from commercial vendors. In general, automated surface area instruments report


gas adsorption data as the volume of gas adsorbed per gram of soil (e.g., 1 kg�1) at standard temperature and pressure (STP).


Volumetric gas adsorption data are converted to a mass basis (grams per kilogram) using the molar volume of an ideal gas at STP


(22.414 l mol�1) and molecular weight of the gas (e.g., N2¼28.02 g mol�1). The second experimental approach used to measure


gas or vapor adsorption is based on the continuous introduction of gas stream at constant vapor pressure. Once equilibrium is


attained, the soil sample is either weighed or extracted to determine the amount of adsorbed gas. The vapor pressure of the gas flow


stream is then incrementally increased over the desired vapor pressure range to obtain an adsorption isotherm.


To obtain values for the two unknown parameters in the BET equation, a and Cs,mon, eqn [9] can be fit directly to the


experimental adsorption data using a nonlinear, least-squares regression procedure. Alternatively, the experimental data can be


expressed using the linear form of the BET equation:


P=P0
Cs 1�P=P0ð Þ¼


1


Cs,mona
+


a�1ð ÞP=P0
Cs,mona


[11]


Here, (P/P0)/[Cs(1�P/P0)] (y-axis) is plotted against P/P0 (x-axis), and a linear regression procedure is used to obtain values for


the slope, which is equal to (a�1)/(a Cs,mon) and the intercept, which is equal to 1/(a Cs,mon). The two fitting parameters can then


be obtained as follows: a¼ [(slope)(1/intercept)+1]; and Cs,mon¼ (1/a)(1/intercept). As a general rule, the value of a should be


greater than 20 and the amount of sample should yield a total surface area between 40 and 120 m2. In addition, it is often


recommended that eqn [11] be applied to adsorption data over a relative vapor pressures range of 0.05–0.35. The specific surface


area is then computed using the fitted value of Cs,mon obtained from the experimental adsorption data and the cross-sectional area


of the adsorbed molecule (Am) from eqn [10]. For example, if Cs,mon was determined to be 0.5 g kg�1, the N2/BET specific surface


area (As) would be calculated in the following manner:
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As ¼ Cs,monð Þ NAð Þ Amð Þ
MWN2


¼ 0:5g kg�1
� �


6:022�1023mol�1
� �


1:60�10�19m2ð Þ
28:02gmol�1


¼ 1:74�103m2kg�1


[12]


Treatment and preparation of soil samples prior to N2 adsorption can strongly influence the measured specific surface area. For


example, the removal of soil organic matter will often lead to increased specific surface area values; this has been attributed to the


exposure of mineral surfaces covered by organic matter and the division of mineral particles held together by organic matter


bridging. Nitrogen adsorption and desorption isotherms for hydrogen peroxide (HP)-treated and untreated Webster soil are shown


in Figure 3. The resulting surface area values for the untreated and HP-treated samples were 0.79 and 7.38 m2 g�1 or 7.9�102 and


7.38�103 m2 kg�1, respectively.


As noted previously, water must be removed from soil samples prior to the measurement of gas adsorption. The drying or


dehydration process is known to collapse the interlayer space of expandable clay minerals, which are then not accessible to inert


gases such as N2. In addition, electron microscopy suggests that air-drying of soil samples results in the collapse and shrinkage of


soil humic acid, whereas freeze-drying maintains a complex structural network characteristic of soil organic matter. Thus, freeze-


drying of soils to remove water prior to N2/BET analysis will tend to result in larger surface area values, which may be more


representative of natural conditions.

Retention of Polar Liquids


The use of polar liquids such as ethylene glycol (EG) and EGME for surface area determination was based on the need to develop a


relatively simple experimental technique that could be used to quantify the total surface area (i.e., internal+external) of expandable


clay minerals. Due to the attractive forces between polar molecules and exchangeable cations, EG and EGME are able to penetrate


the interlayer space of expandable clay minerals. In practice, a dry soil or clay sample is placed in a vacuum desiccator containing


EG or EGME as a free liquid or mixed with calcium chloride to maintain a constant vapor pressure of EG or EGME. Liquid EG or


EGME is then added as drops to the solid sample until complete wetting is achieved. A suction of approximately 13.332 Pa or


0.1 mmHg is applied, and the sample is weighed over time until a constant weight is obtained. The specific surface area of the solid


is then calculated as follows:


As ¼
WEG=EGME


WODð Þ EG=EGME conversion factorð Þ [13]


where WEG/EGME is the weight of EG or EGME retained by the soil at the applied suction and WOD is the oven-dry weight of the


solid. The method is predicated on the assumption that EG and EGME are retained on solid surfaces at monolayer coverage. The


mass-surface area conversion factors for EG and EGME are 3.1�10�7 kg m�2 and 2.86�10�7 kg m�2, respectively, and were


derived from retention measurements performed on reference clay minerals with known unit cell dimensions and structural


formula. It is usually recommended that the specific surface area of a reference expandable clay mineral, such as Wyoming


montmorillonite (SWy-1), be measured to confirm the value of the conversion factor and to ensure that experimental procedure

Figure 3 Adsorption and desorption of N2 on hydrogen peroxide (HP)-treated and untreated Webster soil.
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is operating properly. Although EG was used during the initial development of the retention method, more recent studies have


employed EGME due to the shorter times required to attain a constant retention value.


Based on the success of the EG/EGME retention method for determining the total surface area of expandable clay minerals, the


technique has subsequently been applied to natural soils to obtain a measure of total specific surface area. However, use of the


EG/EGME retention method is complicated by the fact that polar molecules tend to form multilayers in the vicinity of cation


exchange sites prior to complete monolayer coverage, retention may be influenced by the species of exchangeable cation, and the


EG/EGME may partition into soil organic matter. As a result, the retention of EG or EGME by natural soils represents a measure of


the uptake capacity of soils for a polar adsorbate, rather than a strict measure of total specific surface area. Despite this shortcoming,


the EG/EGME retention method is an appropriate method for measuring the total specific surface area of pure clay minerals and


soils that have been treated to remove organic carbon.


A similar approach has been employed using water as the polar adsorbate. The gravimetric water content Wwater is the


gravimetric water content (kg kg�1) of a soil sample can be measured at the “dry end” of soil water retention curve using dew


point potentiometer or thermocouple psychrometer. Here, the amount of water retained by a soil sample under suction (i.e.,


negative pressure) is related to the specific surface area by the following relationship [14]:


As ¼ Wwater


rw Asv=6prwghð Þ1=3
[14]


where rw is the liquid density of water (kg m�3), Asv is the Hamaker constant for solid-vapor interactions due to van der Waals


forces (ca. 6�10�20 kg m2 s�2), g is the acceleration due to gravity (9.8 m s�2), and h is the soil water suction or negative pressure


head (m), which is calculated from the temperature and relative humidity of the sample using the Kelvin equation.

Selection of Surface Area Measurement Technique


Although the methods used to determine experimentally the specific surface area of soils and soil constituents are relatively well


established, interpretation and appropriate use of the resulting data can be problematic. Complications arise primarily from two


factors: (1) sample pretreatments such as drying, sieving, organic-matter removal, and metal-oxide removal can markedly alter


measured values of specific surface area; and (2) the use of different probe molecules and measurement techniques can result in


similar or divergent specific surface area values for the same soil. For example, soils that contain only trace amounts of organic


matter and no expandable clay minerals will yield relatively consistent specific surface area values regardless of the method (e.g., see


kaolinite and Lula aquifer sand in Table 1). In addition, the total (external and internal) specific surface area of pure expandable


clay mineral samples can be accurately determined using a combination of N2/BET (external surface area) and EG/EGME retention


(total surface area) as indicated by SAz-1 and SWy-1montmorillonites in Table 1. However, for natural soils containing appreciable


amounts of organic matter and expandable clay minerals, selection of an appropriate measurement technique, as well as the


interpretation of specific surface area data, is far more difficult. This is particularly relevant if the intent is to quantify the total or


internal surface area of a soil under natural conditions using methods based on the retention of polar liquids (e.g., EGME or water).


Due to the potential for partitioning or dissolution of polar molecules into soil organic matter and interactions with exchangeable


cations, these methods provide a measure of the capacity of a soil to retain polar molecules. As a consequence, the interpretation of


specific surface area values obtained from EG/EGME or water retention is problematic, and may or may not yield an accurate


measure of total specific surface area of a soil under hydrated conditions. . .Despite these limitations, the N2/BET method provides


a relatively simple and reproducible technique for assessing external specific surface area, while the retention of polar molecules


provides an indication of the total (external and internal) specific surface area of natural soils and soil constituents.
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The specific surface area (SSA) of soils is a basic property and closely related to other physical and chemical
properties like e.g. cation exchange capacity, clay content, organic matter content, porosity and hydrodynamic
and geotechnical characteristics. Therefore, the SSA of soils has beenmeasured frequently for decades. However,
no universalmethod to determine SSA exists. The existingmethods can generally be grouped into two categories,
the adsorption of gases and the adsorption of polar liquids ormolecules from solution. Depending on themethod
applied, the SSA of a soil can vary, as by these differentmethods, different surfaces of the soil are determined. The
most frequently used representatives of these two groups for measuring SSA of soils are the physisorption of
nitrogen gas at 77 K (BET-N2) for the gas adsorption methods, yielding the external surface area of the mineral
particles, and the retention of ethylene glycol monoethyl ether (EGME) for the adsorption of polar liquids,
probing the total surface area including interlayers of clay minerals and micropores of organic material. Studies
dealing with the determination of SSA of soils are numerous, and it has also been shown that the resulting SSA
values differ not only depending on the method but also on the sorbate used and the sample pretreatment.
This review shortly presents the principles of these methods and emphasises their limitations and difficulties,
when applied to soil samples, like sample pretreatment, (micro-)porosity and attachment of organic material
to mineral surfaces. In particular the drying of the samples prior to measurement seems to be crucial for the
results obtained. Recommendations are given in order to improve the quality of the data and to facilitate the
comparability of SSA data of different studies. It is shown for clayey soil samples that the relationship between
BET-N2 and EGME SSA depends predominantly on the type of clay mineral and not on the content of organic
material. Thus, from the SSA measurements, an estimation of the dominant clay mineral seems possible.
Consequently, a suitable combination of various SSA determination methods together with related techniques
can result in a more detailed characterisation of the reactive interface of a soil to the liquid and gaseous phases.


© 2013 Elsevier B.V. All rights reserved.

Contents

1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2. Gas adsorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76


2.1. Physisorption of N2 at 77 K according to the BET method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2.2. Implications for soil samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78


2.2.1. Effect of sample pretreatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
2.2.2. Effect of porosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.2.3. Effect of coverage of mineral surfaces by organic material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79


3. Adsorption of polar liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.1. Retention of ethylene glycol monoethyl ether (EGME) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2. Implications for soil samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81


3.2.1. Effect of sample pretreatment and experimental set-up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.2.2. Effect of organic material and clay minerals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82


4. Good laboratory practice for the determination of SSA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5. Characterisation of soil samples by comparative SSA determinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

ghts reserved.



http://dx.doi.org/10.1016/j.geoderma.2013.10.015

mailto:heister@wzw.tum.de

http://dx.doi.org/10.1016/j.geoderma.2013.10.015

http://www.sciencedirect.com/science/journal/00167061





76 K. Heister / Geoderma 216 (2014) 75–87

6. The relationship between BET-N2 and EGME SSA depends mainly on clay type and not on organic material . . . . . . . . . . . . . . . . . . . . 83
7. Characterisation of the soil's interface by SSA determinations and other methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
8. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

1. Introduction


Soils consist of a mixture of various organic and inorganic compo-
nents interactingwith each other and thereby forming a heterogeneous
interface between the solid and the liquid and gaseous phases of the soil
(Totsche et al., 2010; Young and Crawford, 2004). The characterisation
of the solid surface is essential to understand the fate and effects of dis-
solved and dispersed substances entering the soil because the surface
provides a multitude of various reactive sites (Totsche et al., 2010).
The size of this surface is a fundamental parameter, as a larger surface
area can provide more reactive sites and thus more possibilities of a
substance to interact with the solid soil constituents during its travel
through the soil. The surface area between the solid and the liquid
and gaseous phases of a soil is a property of the solid, which is called
specific surface area (Chiou et al., 1993). The specific surface area
(SSA) is defined as the mass normalised surface area (e.g. Metz et al.,
2005) and is a basic soil property. Many physical and chemical soil
properties are influenced by or closely related to the SSA like e.g. cation
exchange capacity, clay content, organic matter content, porosity and
hydrodynamic and geotechnical characteristics (Feller et al., 1992;
Petersen et al., 1996; Theng et al., 1999; Yukselen-Aksoy and Kaya,
2010b). Consequently, the SSA of soils has very often been determined
during the last decades.


Although it seems that the determination of the SSA of soils is now-
adays a more or less routine measurement, still no universal standard
method exists. Rather, several methods have been proposed and are
used to determine SSA. Generally, these methods can be divided in
two groups, the adsorption of gases, i.e. the condensation of molecules
on the solid surface, and adsorption of polar liquids including water
or adsorption of molecules from solution onto the surface (Chiou
et al., 1993; Gregg and Sing, 1967; Santamarina et al., 2002; Tiller and
Smith, 1990; Yukselen-Aksoy and Kaya, 2010a). Depending on the
type of method applied, the SSA of a soil can vary. Thereby, gas adsorp-
tion methods commonly yield lower values of SSA than the adsorption
of liquids or molecules from liquids. It is widely accepted that gas
adsorption measurements reveal only the external surface area, i.e. the
entire surface surrounding the separate soil grains. On the other hand,
methods involving liquids determine the total surface area, which in-
cludes additionally to the external surface area also the internal surface
area, consisting of the surfaces of the interlayers of clays or micropores
of organic material that are inaccessible to the gas molecules (Chiou
et al., 1993; de Jong, 1999; Santamarina et al., 2002; Tiller and Smith,
1990; Yukselen-Aksoy and Kaya, 2010a). Besides, SSA can also be
inferred from known thermodynamic properties, the dissolution rate
of soluble minerals, microscopy, diffusiveness of X-ray diffraction pat-
terns (Santamarina et al., 2002) and from atomic force microscopy
measurements (Bickmore et al., 2002; Macht et al., 2011; Metz et al.,
2005). But for soils, most commonly gas adsorption and adsorption of
polar liquids are applied to measure SSA.


Studies dealing with SSA determinations of soils and also sediments
are numerous. Subsequently, the objective of this review can therefore
not be to give a complete overview of the entire literature available.
Instead, it is intended to focus on the application of physisorption of ni-
trogen gas at 77 K as a representative of gas adsorption measurements
and the retention of ethylene glycol monoethyl ether (EGME) as a
representative of polar liquid adsorptionmeasurements to soil samples.
After a short introduction of the principles of the methods, special
emphasis will be put on their inherent limitations and difficulties

for soil samples like sample pretreatment, (micro-)porosity and the at-
tachment of organic material to mineral surfaces. Considering these as-
pects, a suitable combination of several diverse techniques can result in
amore detailed characterisation of the soil's complex interface to its liq-
uid and gaseous phases.


2. Gas adsorption


2.1. Physisorption of N2 at 77 K according to the BET method


The physisorption of gas molecules is based on the attraction of
molecules to a surface by dispersion forces, short-range repulsion forces
and forces due to permanent dipoles within the adsorbed molecule.
Contrary to chemisorption, no transfer of electrons between the
adsorbed molecule and the solid takes place (Gregg and Sing, 1967;
Sing et al., 1985). Thus, physisorption is able to probe all surface sites ac-
cessible to the gas molecules and not only those sites which possess
some particular property, e.g. “acid” sites (Gregg and Sing, 1967). Suit-
able gases for physisorption include N2, benzene, toluene, nitrous
oxide, water vapour and inert gases like argon, krypton and xenon
(Feller et al., 1992; Gregg and Sing, 1967). It is assumed that one gas
molecule occupies a defined area of the surface. If the amount of gas
that is necessary to cover the complete sample surface in amonomolec-
ular layer, the so-calledmonolayer, is known, the SSA of the sample can
be calculated from this monolayer capacity (Sing et al., 1985).


If the quantity of an adsorbing gas on a surface is measured over a
wide range of relative pressures at a constant temperature, an adsorp-
tion isotherm is obtained. Similarly, desorption isotherms can be de-
rived by measuring the quantities of gas removed from the surface,
when the relative pressure is lowered. According to Brunauer et al.
(1940), adsorption isotherms can be grouped into five types (Fig. 1).
Type I is the so-called Langmuir isotherm and is a typical physisorption
isotherm of microporous solids with relatively small external surfaces.
According to the classification of the International Union of Pure and
Applied Chemistry (IUPAC), micropores are defined as pores with a
width not exceeding 20 Å, while pores with diameters of more than
500 Å are classified as macropores; pores of intermediate size are
termed mesopores (e.g. Sing et al., 1985). For type I isotherms, the lim-
ited uptake is governed by the accessible volume of themicropores that
determines the shape of the isotherm. Type II isotherms are sigmoidal
isotherms, which are normally obtained with a nonporous or macro-
porous solid. They represent unrestricted monolayer–multilayer ad-
sorption and often display a rather long straight portion. The point of
inflection, where this linear portion begins, is termed point B and indi-
cates the completion of the monolayer. Accordingly, point B represents
the monolayer capacity. At higher relative pressure, the multilayer
develops. Type IV isotherms are in the low pressure range comparable
to type II isotherms. They exhibit a steep slope at higher pressures and
hysteresis due to capillary condensation in mesopores (pore diameter
of 20– 500 Å).Whereas type IV isotherms are typical formanymesopo-
rous industrial adsorbents, type III and type V isotherms are rarely
encountered. Their convex shape is caused by stronger adsorbate–
adsorbate interactions than adsorbate–adsorbent interactions. Such
strong adsorbate–adsorbate interactions play only a role in a few sys-
tems, like e.g. nitrogen adsorption on polyethylene. Additionally, type
V isotherms show hysteresis due to mesoporosity of the sample. Like
for type III isotherms, the adsorbent–adsorbate interaction is weak,
which is only obtained with certain porous adsorbents (Gregg and







Fig. 1. The five types of adsorption isotherms according to Brunauer et al. (1940). The dashed lines represent the desorption branch in the cases where hysteresis occurs. For the type II
isotherm, which is shown enlarged, point B, the point of inflection, representing the monolayer capacity, and the following linear portion of the isotherm (highlighted in grey) over
which the BET equation is valid are shown.
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Sing, 1967; Sing, 1995; Sing et al., 1985). If a sample exhibits a type II
isotherm, the SSA can be directly determined frompoint B, representing
themonolayer capacity, because no internal surfaces of pores have to be
taken into account (Gregg and Sing, 1967; Sing, 1995).


The Brunauer–Emmett–Teller (BET) method (Brunauer et al., 1938)
is themost popularmethod for the determination of the SSA (Davis and
Kent, 1990; Sing, 1995; Sing et al., 1985). The BETmodel is based on the
generalisation of the Langmuir isotherm to an infinite number of layers
of adsorbate and its derivation is presented in detail by Gregg and Sing
(1967). For themodel, several critical assumptions have to bemade, like
e.g. that all adsorption sites are equal and consequently, adsorption oc-
curs uniformly across the surface (Davis and Kent, 1990). Moreover,
problems will arise for microporous materials because the adsorbate
molecules tend to fill the micropores even before the monolayer on the
outer surface is completed, which will lead to deviating results (Davis
and Kent, 1990; Gregg and Sing, 1967). This difficulty of porosity will
be addressed in more detail below. But although soil and sediment sam-
ples exhibit heterogeneous sorption sites caused by micropores, step
edges and kink sites on mineral surfaces and by the simultaneous pres-
ence of severalmineral andorganic components, the BETmethodbecame
a standard method to determine SSA also for these types of samples.


The BET equation is as follows:


p=p0


Q 1−p=p0
� � ¼ 1


QmC
þ C−1ð Þp


QmCp
0 ð1Þ


where Q is the amount of the gas adsorbed at the relative pressure p/p0,
where p is the partial pressure of the adsorptive and p0 is its equilibrium
vapour pressure, Qm is the amount of the adsorbate at a monolayer
coverage of the sample and C is a dimensionless constant related to the
enthalpy change of adsorption of the gas molecules on the sample sur-
face (Davis and Kent, 1990; Mayer, 1999; Michot and Villiéras, 2006;
Pronk et al., 2011).


The C constant can be derived from the linear regression of the left
side of Eq. (1) against p/p0 on the x-axis according to:


C ¼ m
b
þ 1 ð2Þ

where m is the slope and b the intercept of the BET plot with the y-axis
(Davis and Kent, 1990; Pronk et al., 2011). Thereby, only themost linear
part of the plot should be considered, i.e. typically ranging at relative
pressures from 0.08 – 0.2 (Mayer, 1999). Consequently, for a given
adsorbate, the C constant depends on the sample properties.


The most widely used adsorptive is N2. Adsorption isotherms are
collected by measuring the amount of gas adsorbed onto the surface
at the boiling temperature of liquid nitrogen at atmospheric pressure,
i.e. 77 K or −196 °C, as a function of the relative pressure, p/p0 (Davis
and Kent, 1990; Michot and Villiéras, 2006). The sample surface needs
to be clean of other physisorbed species prior to analysis because they
would interfere with the nitrogen molecules that should adsorb to
the surface (Sing et al., 1985). On a clean surface, the cross-sectional
area of a nitrogen molecule within a monolayer is 16.2 Å2 (Marsh
and Wynne-Jones, 1964; Sing, 1995; Sing et al., 1985). According to
Brunauer et al. (1938), the linear range of relative pressures over
which the BET equation is valid is from 0.05 to 0.35, but many solids
have more restricted ranges (Davis and Kent, 1990). Therefore, it is
advisable to measure a complete isotherm and to derive the actual
BET range from the isotherm before calculating the SSA, or more pre-
cisely, the BET-N2 SSA.


As stated above, the C constant depends on the adsorbate and the
sample properties. In the case of nitrogen adsorption, the C constant is
high for polar surfaces and low for non-polar surfaces because the nitro-
gen molecule has a permanent quadrupolar moment and acts therefore
as a polar probe (Bartoli et al., 2007; Trens et al., 2004). For soil and sed-
imentmaterials, the C constant is affected bymicroporosity and content
of organicmaterial (Pronk et al., 2011;Wagai et al., 2009). As the affinity
of the nitrogen molecules for organic surfaces is low, a high coverage of
mineral surfaces with organic material will result in low C constants,
whereas the presence of micropores will lead to a high C constant
(Bartoli et al., 2007; Pronk et al., 2011). The relationship between cover-
age of organic material and microporosity will be discussed in more
detail below. As a consequence, it is obvious that not all surfaces will
be probed by the nitrogen molecules during physisorption in the same
way, and thus, the informative value of the BET-N2 SSA value alone is
limited in the case of heterogeneous and/or microporous sample mate-
rials like soils and sediments. It is therefore recommended to also report
the calculated C constants because at low C constants (b20), point B of
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the isotherm cannot be identified precisely, resulting in a higher uncer-
tainty of the BET-N2 SSA value (Sing et al., 1985).


The next paragraphs will elaborate on the major difficulties, when
applying the BET-N2 method to soil and sediment samples, namely the
effects of sample pretreatment, porosity and coverage of mineral sur-
faces by organic material.


2.2. Implications for soil samples


2.2.1. Effect of sample pretreatment
As stated above, it is essential that the sample surface is cleaned from


adsorbed gases, i.e. mainly water vapour, directly before the measure-
ment because they would interfere with the SSA determination. There-
fore, the samples are exposed to a vacuum to remove these gases. This
outgassing is often supported by elevated temperatures in order to re-
duce the relative vapour pressure and thus promote evaporation
(Clausen and Fabricius, 2000; Sing et al., 1985). The heating tempera-
ture depends first of all on the type of gas used in the SSAmeasurement.
For example, the removal of hydroxyl groups, which commences at
200 °C, has scarcely an effect on the argon isotherm, but a considerable
effect on the benzene and an even stronger effect on the water vapour
isotherm. Therefore, for these gases, lower temperatures would be
advisable (Gregg and Sing, 1967). Accordingly, Gregg and Sing (1967)
recommended 110 °C as a roundfigure as a suitable outgassing temper-
ature for many oxides, carbonates and sulphates for the determination
of nitrogen isotherms. Complementary, Clausen and Fabricius
(2000) demonstrated that an outgassing temperature between 100
and 250 °C had no significant effect on the BET-N2 SSA of quartz, calcite,
corundum and kaolinite, but heating can lead to phase changes of other
types of sample material, like amorphous and poorly crystalline min-
erals, as e.g. iron hydroxides (Clausen and Fabricius, 2000). Therefore,
the heating temperature during outgassing should be chosen well
below the phase transition point of thematerial, and the maximum tol-
erable heating temperature thus depends also on the type of sample
material.


Already temperatures below 100 °C lead to such unwanted phase
changes of iron hydroxides (Clausen and Fabricius, 2000), and even
higher crystalline oxides can exhibit significant decreases in SSA after
thermal treatment (Fischer et al., 1996; Strauss et al., 1997). Strauss
et al. (1997) observed a decrease in BET-N2 SSA of a goethite after
heating in an autoclave at 150 °C for 1 h from 23 m2/g to 18.2 m2/g.
Longer heating times (20 h) and the presence of water even resulted
in a decrease from 75.3 m2/g to 35.1 m2/g (Fischer et al., 1996). For al-
uminium hydroxides, Aldcroft et al. (1968) observed an increase in
BET-N2 SSA followed by a decrease with increasing temperature for
well-crystalline phases, whereas a decrease in BET-N2 SSA was found
for poorly-ordered phases over the whole temperature range studied
(60 – 1000 °C).


But not only iron and aluminium oxides and hydroxides are affected
by increased outgassing temperatures; changes in BET-N2 SSA of clay
minerals as a function of outgassing temperature have been reported
in various other studies. Whereas kaolinite, a clay mineral with a low
cation exchange capacity and water content, exhibits rather stable SSA
values until outgassing temperatures higher than 800 °C are attained
(Brooks, 1955), the BET-N2 SSA values of halloysite, illite and montmo-
rillonite are significantly affected by the outgassing temperature
(Aylmore et al., 1970; Brooks, 1955; Kaufhold et al., 2010; Macht et al.,
2011; Thomas and Bohor, 1968). This is explained by the loss of water
during outgassing (Aylmore et al., 1970; Brooks, 1955; Kaufhold et al.,
2010;Macht et al., 2011). In general, BET-N2 SSA increaseswith increas-
ing outgassing temperature from room temperature to up to 400 °C and
decreases again at even more elevated outgassing temperatures. The
increase in SSA is due to the loss of adsorbed water molecules at the
surfaces or edges of the interlayers, making them more accessible to
nitrogen molecules (Aylmore et al., 1970; Brooks, 1955; Kaufhold
et al., 2010; Macht et al., 2011). At temperatures higher than 500 °C,

also structural water is lost, which results in a collapse of the layers
(Kaufhold et al., 2010) and finally a destruction of the mineral lattice,
which seems to be complete at a temperature of 1000 °C (Brooks,
1955). Subsequently, for these clayminerals, an outgassing temperature
high enough to remove all surface water but low enough to not affect
the lattice structure should be chosen.


However, in particular in the temperature range usually applied for
outgassing soil materials, i.e. between room temperature and up to ca.
300 °C, themeasured SSA is strongly dependent on the type of interlay-
er cation present (Aylmore et al., 1970; Kaufhold et al., 2010; Thomas
and Bohor, 1968). Thomas and Bohor (1968) identified in their study
on various homoionic bentonites a dependency between the SSA and
the Pauling radius of the interlayer cation. The authors obtained at an
outgassing temperature of 110 °C SSA values ranging from 61 m2/g
for Li+, as the smallest cation investigated, to 134 m2/g for the largest
cation Cs+ and concluded that BET-N2 does not only probe the external
SSA, but also to somedegree the interlayer surface area of the clay plate-
lets because a larger radius of the interlayer cation results in a larger
space between the platelets and thus, a better accessibility of these
sites for the nitrogen molecules (Thomas and Bohor, 1968). In accor-
dance with their theory, also a larger SSA for Na bentonite compared
to Ca bentonite was obtained (Thomas and Bohor, 1968); however,
this was not confirmed by Kaufhold et al. (2010), who achieved in
their study a significantly higher SSA for Ca bentonite compared to Na
bentonite. Kaufhold et al. (2010) explained their findings by the fact
that only half as much of the divalent cation Ca is necessary to compen-
sate the negative charge compared to the monovalent Na. Consequent-
ly, in the case of the Ca bentonite, more free space is available at the
edges of the platelets for the nitrogen molecules. In this way, BET-N2


indeed probes the interlayer surfaces at least partially, but, according
to Kaufhold et al. (2010), its accessibility depends also on whether the
layers are expanded or collapsed, as nitrogen molecules cannot enter
collapsed domains. Consequently, the BET-N2 SSA of clay minerals
depends on the free space between the exchangeable cations, which is
in turn determined by the type of cation and by collapsed domains
(Kaufhold et al., 2010). This implies for SSAmeasurements of these sam-
ples, that it is not sufficient to outgas the samples at temperatures well
below the temperature at which phase changes, in this case loss of
structural water, occur, but that at lower outgassing temperatures, the
cation occupation has to be taken into account.


Although it is known that organic material is also sensitive to in-
creased temperatures, there are no studies available about the effect
of outgassing temperature on the SSA of organic materials. From ther-
mal analyses of soil samples, the temperature region of thermal decom-
position and oxidation of organic material has been found to be 180 –


650 °C (e.g. Fernández et al., 2011; Plante et al., 2009). This is marked
by exothermic reactions. In the lower temperature region, an endother-
mic reactionwith its maximum around 100 °C occurs, which is ascribed
to dehydration of the organicmaterial (Plante et al., 2011; Siewert et al.,
2012). Plante et al. (2011) observed the inflection point between endo-
thermic water loss and exothermic oxidation for their topsoil samples
investigated at around 190 °C. It is obvious that temperatures that
cause thermal decomposition of the organic material should be avoided
for sample outgassing, but already temperatures around 100 °C and
lower can result in structural changes due to dehydration. Schaumann
and Antelmann (2000) investigated topsoil samples by differential
scanning calorimetry (DSC) and obtained inflection points in the DSC
thermograms around 76 –79 °C, whichwas identified as glass transition
temperature of the soil organic matter. This transition implies that to-
gether with dehydration, a structural reorganisation of organic mole-
cules takes place. This is likely to have an influence on the adsorption
of the nitrogen molecules during the SSA measurements, which finally
will result in deviating SSA values. Consequently, for samples containing
organicmaterial, lowoutgassing temperatures, likely around room tem-
perature, are advisable in order to avoid structural reorganisation of the
organic matter due to elevated outgassing temperatures, although this
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could increase the time necessary for outgassing up to several days,
depending on the sample material.


From these data, it can be concluded that the outgassing tempera-
ture has a significant effect on the obtained SSA of soils. Therefore, it is
necessary that the outgassing conditions are also reported in the litera-
ture. Unfortunately, until today, this is often not the case (e.g. Allen-King
et al., 1996; Burford et al., 1964; Menegatti et al., 1999; Raffensperger
and Ferrell, 1991; Sequi and Aringhieri, 1977; Yukselen and Kaya,
2006). Furthermore, in order to be sure to avoid such unwanted effects,
soils and sediments containing temperature-sensitive phases should be
treated with special care. A low outgassing temperature, probably even
room temperature, is therefore recommended, although this may result
in longer outgassing times.


2.2.2. Effect of porosity
Strictly speaking, the BET equation is only valid for nonporous or


macroporous solids and is consequently applied for type II isotherms,
but it can also be utilised for mesoporous (type IV isotherms) and mi-
croporous (type I isotherms) solids, although the porosity will lead to
some uncertainty in the SSA determination (Davis and Kent, 1990;
Gregg and Sing, 1967). Soil and sediment materials often exhibit such
meso- and micropores, arising from the morphology of the particles
itself or from the agglomeration of single particles into aggregates.


Isotherms of meso- and microporous materials exhibit hysteresis
between the adsorption and the desorption isotherms. Depending on
the shape of the hysteresis loop, de Boer (1958) identified five types
of hysteresis loops and correlated them with various pore shapes.
Type A is associated with tubular pores; type B is attributed to slit-
shaped pores; type C is caused by tapered pores and type D by tapered
pores with narrow necks at one or both open ends, and type E is attrib-
uted to the so-called “ink-bottle” pores. Of course, the interpretation
will be hampered, if several shapes of pores are present simultaneously.


The SSA for mesoporous materials can be calculated from the ad-
sorption isotherm comparable to nonporous solids, if point B, i.e. the in-
flection point of the isotherm representing the completion of the
monolayer, is well defined. This is normally also expressed in a high C
constant. If point B cannot be determined precisely, the uncertainty in
SSA determination increases, in case of a C constant smaller than 10,
even to an uncertainty in SSA as high as 100% (Gregg and Sing, 1967).
At such low C constants, it is assumed that multilayer adsorption occurs
before the monolayer is completed, which causes that the knee of the
isotherm (point B) diminishes (Davis and Kent, 1990). To obtain more
information about the mesoporosity, additional methods can be ap-
plied. The most common method to describe simultaneous multilayer
adsorption and capillary condensation of mesoporous materials is the
BJH method proposed by Barrett et al. (1951) (Michot and Villiéras,
2006).


The determination of SSA formicroporous samples from the adsorp-
tion isotherm is even more complicated because of the likelihood that
the small pores will be filled with the adsorbate before the monolayer
is completed and because of the size constrictions of the micropores
hindering the free passage of the gasmolecules through them. For nitro-
gen isotherms, the most common method is the t-plot method of de
Boer et al. (1966). Basically, a t-plot is a plot of the volume of gas
adsorbed versus the statistical thickness of the adsorbed film, t, which
is calculated by the de Boer equation (de Boer et al., 1966):


t )
� � ¼ 13:99


log p0=p
� �þ 0:034


 !0:5


ð3Þ


From the t-plot, the micropore volume and the external surface area
can be derived and subsequently, themicropore surface area can be ob-
tained from the difference between the BET-N2 SSA and the external
surface area (Michot and Villiéras, 2006).

Micropores represent preferred sorption sites, and so they can be
filled first, before the monolayer on the outer surface is completed. In
the case of type I isotherms, the plateau then represents a “volume fill-
ing” rather than a “surface coverage” (Gregg and Sing, 1967). But the
small size of the micropores also leads to a molecular sieve effect, as
small molecules can penetrate these pores better than larger molecules
(Aylmore et al., 1970; Gregg and Sing, 1967; Santamarina et al., 2002).
As a consequence, nitrogen molecules could be excluded from these
pores due to their size, and in this case, smaller gas molecules like
e.g. helium should be favoured, as these molecules would be able to
enter smaller pores. However, the molecular sieve effect could also
arise from kinetic effects caused by the low temperature during adsorp-
tion (de Jonge and Mittelmeijer-Hazeleger, 1996; de Jonge et al., 2000;
Echeverría et al., 1999; Marsh and Wynne-Jones, 1964). Nitrogen
physisorption is conducted at−196 °C,which slows down the penetra-
tion of the nitrogen molecules into the micropores. If the temperature
increases, the reaction accelerates and equilibrium is attained faster.
Accordingly, SSA measurements with CO2 gas, which is normally per-
formed at higher temperatures, e.g. 0 °C or room temperature, would
result in increased SSAvalues compared to BET-N2 SSA values, assuming
that the molecular dimensions of CO2 are similar to N2. Such increased
BET-CO2 SSA values compared to BET-N2 SSA values were obtained by
Marsh and Wynne-Jones (1964) for carbon materials, by de Jonge and
Mittelmeijer-Hazeleger (1996) and de Jonge et al. (2000) for soils and
soil organic materials like peat and by Thomas and Bohor (1968) for
clays. However, with the exception of Cs-saturated montmorillonites,
Aylmore et al. (1970) could not confirm that the internal areas of clay
minerals are more accessible to CO2 than to N2. It is possible that differ-
entmolecular dimensions of the CO2molecule varying between 17.0 Å2


(Marsh and Wynne-Jones, 1964) and 22.1 Å2 (Aylmore et al., 1970)
could be responsible for this discrepancy.


For soil and sediment samples exhibiting microporosity, the use of
CO2 as adsorbate has been recommended by e.g. Echeverría et al.
(1999) and Kwon and Pignatello (2005) because of the increased tem-
perature applied during measurement compared to N2 physisorption.
Alternatively, longer equilibrium times during N2 physisorption can im-
prove the results, but prolongs themeasuring time.However, regardless
of the adsorbate used, one should keep inmind that the accuracy of SSA
obtained by gas adsorption is generally limited for meso- and micropo-
rous samples.


2.2.3. Effect of coverage of mineral surfaces by organic material
For soils and sediments consisting of amixture ofmineral and organ-


ic components, the informative value of BET-N2 SSA is restricted. Since
the nitrogen molecule acts as a polar probe (Bartoli et al., 2007; Trens
et al., 2004), hydrophobic regions of organic material will not be cov-
ered and thus, nitrogen adsorbs to only a small portion of the organic
material, possibly its external part of the surface area (Kaiser and
Guggenberger, 2003; Ravikovitch et al., 2005). Consequently, it is likely
that BET-N2 SSA values underestimate the SSA of the organic material
(de Jonge and Mittelmeijer-Hazeleger, 1996; Pignatello, 1998; Theng
et al., 1999).


Moreover, the mineral and organic components interact with each
other. They can be glued together to form microaggregates or coatings
on mineral surfaces can develop (cf. Kaiser and Guggenberger, 2003;
Kögel-Knabner et al., 2008). The coating of mineral surfaces by organic
material has widely been described in literature (e.g. Mayer, 1999;
Mayer and Xing, 2001; Wagai et al., 2009). However, it has been
shown that the coating by organic material does not occur homoge-
neously but rather in distinct patches (Chenu and Plante, 2006;
Heister et al., 2012; Ransom et al., 1997; Solomon et al., 2012). These
patches of organic material are likely located at the entrance of pores,
thereby impeding the entrance of nitrogen molecules into these pores
(Lang and Kaupenjohann, 2003; Mikutta et al., 2004; Ravikovitch
et al., 2005). However, it is not necessary that the organic material fills
these pores. Because of the small size of themicropores, the penetration
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of organic molecules, which have a size of minimum 1 nm (Buffle et al.,
1998), seems unlikely, but it might be sufficient that the organic mate-
rial is situated at the mouth of the pore to hinder the penetration of
nitrogen during SSA measurements (Kaiser and Guggenberger, 2003;
Lang and Kaupenjohann, 2003; Mikutta et al., 2004). Consequently,
these parts of the SSA, and in particular the micropore SSA, will not be
probed by the adsorbing gas.


The hypothesis that the organic matter clogs the pores and reduces
the BET-N2 SSA has been proven in various studies (e.g. Kaiser and
Guggenberger, 2003, 2007; Mikutta et al., 2004; Theng et al., 1999).
Kaiser and Guggenberger (2003) demonstrated a decrease of BET-N2


SSAof variousminerals of 15 – 41%, depending on the loadings of organ-
ic material that was sorbed. Increased lipid loadings on char resulted in
a decrease of BET-N2 SSA by a factor of 100 at a lipid loading of 40% by
char weight (Kwon and Pignatello, 2005). Many other investigations
showed that the removal of organic material resulted in a significant in-
crease in BET-N2 SSA (e.g. Burford et al., 1964; Feller et al., 1992; Siregar
et al., 2005; Theng et al., 1999; Zimmermann et al., 2007). Nevertheless,
a quantitative analysis of these data remains disputable because the
removal of organic material is not complete and because the chemical
agents used for removal evoke changes of the mineral surfaces (cf.
Mikutta et al., 2005).


Several methods for the removal of the organic material have been
proposed. Common methods are muffling of the organic material at
350 °C (Mayer and Xing, 2001) or the use of chemical reagents that ox-
idise the organicmaterial. Sincemuffling of the samples is not a suitable
pretreatment for SSA determinations because of its elevated tempera-
tures, which can lead to recrystallisation of microporous Fe and Al
oxyhydroxides (Mayer and Xing, 2001), mainly chemical reagents like
hydrogen peroxide (H2O2) (e.g. Robinson, 1922), sodium hypochlorite
(NaOCl) (Anderson, 1961) and disodium peroxodisulphate (Na2S2O8)
(Meier and Menegatti, 1997) are employed.


Hydrogen peroxide was first the most common reagent used to ox-
idise organic material in soils. Increases in BET-N2 SSA of soils after the
treatment with H2O2 were found by e.g. Burford et al. (1964), Sequi
and Aringhieri (1977), Feller et al. (1992), Pennell et al. (1995) and
Theng et al. (1999). However, it has been shown that H2O2 can exfoliate
mica and cause their decomposition (Drosdoff and Miles, 1938).
Therefore, it remains questionable whether its rather high efficiency
compared to the more powerful oxidising agent NaOCl is due to the
increased removal of organic material or due to the partly decompo-
sition of theminerals, since the efficiency of NaOCl compared to H2O2


seems to depend on the clay mineral composition (Theng et al.,
1999).


The use of NaOCl as oxidising reagent resulted likewise in an in-
crease in BET-N2 SSA (e.g. Kaiser and Guggenberger, 2003, 2007;
Siregar et al., 2005; Zimmermann et al., 2007). According to Siregar
et al. (2005), the only small amounts of oxalate-extractable Fe, Si and
Al detected in the extracts suggest that theNaOCl oxidation does not at-
tack pedogenic oxides and hydroxides and dissolves Al only slightly
from poorly crystalline minerals. These data confirm the results of
Lavkulich and Wiens (1970), who showed that NaOCl extracted more
organic material with less destruction of the oxides than H2O2.


In addition, the oxidation of the organic material with Na2S2O8 re-
sulted in significant increases in BET-N2 SSA for the soils studied
(Eusterhues et al., 2005; Kiem and Kögel-Knabner, 2002), but had
only slight effects on the SSA of pure clays (Menegatti et al., 1999).
Therefore, Menegatti et al. (1999) concluded that Na2S2O8 does not
cause any significant damage to clay minerals. However, the heating
during the procedure could cause the possible conversion of poorly
crystalline phases into more crystalline oxides (Mikutta et al., 2005).


In a comparing review of these three methods, Mikutta et al. (2005)
recommended the use of NaOCl prior to sorption experiments and SSA
analysis, since disintegration of phyllosilicates and heat-induced trans-
formations of minerals are kept to a minimum, although NaOCl can
cause dissolution of Al hydroxides. Consequently, there exists no

method, which is 100% effective in the removal of the organic material
and does not affect the mineral surfaces.


Depending on the research question, it is highly questionable, if the
removal of organic material prior to SSA analysis is meaningful at all
because all above mentioned techniques will alter the surface of the
sample to a surface that was not there before. For the investigation of
the interaction of substances with soil surfaces, the actual surface area,
which is forming the interface between the solid and the liquid/gaseous
phase, should be considered and not a surface that has been modified
either unintentionally or on purpose by the sample pretreatment.


3. Adsorption of polar liquids


3.1. Retention of ethylene glycol monoethyl ether (EGME)


The second group of SSA determinationmethods consists of adsorp-
tion of polar liquids, including water, or adsorption of molecules from
solution onto the sample surface. If the liquid is a solution, an adsorption
isotherm of the solute can be obtained and from this, the SSA can be
calculated (Gregg and Sing, 1967). Although the SSA determination by
adsorption from solution is experimentally much simpler than the gas
adsorption method, it is more complicated on the theoretical side.
First of all, the liquid must be chosen in a way that it does not dissolve
the solid sample. Moreover, the possibility of competitive adsorption
of solvent and solute should be considered and accordingly, a solute
should be chosen that adsorbs sufficiently strong to the surface to pro-
duce preferential adsorption, but not strong enough to cause a chemical
reaction with the solid (Gregg and Sing, 1967). Finally, the shape, size,
orientation and packing density of the solute on the surface should be
known in order to calculate the SSA (Avena et al., 2001; Gregg and
Sing, 1967; Kipling and Wilson, 1960).


Dyestuffs are suitable solutes and therefore often used. Adsorption
of methylene blue, which is also used to measure the cation exchange
capacity, is one common method to determine SSA from in particular
clays and clayey soils and sediments (Chen et al., 1999; Hang and
Brindley, 1970). Methylene blue is in aqueous state a cationic dye
that can adsorb onto negatively charged surfaces like clay surfaces
(Santamarina et al., 2002; Yukselen and Kaya, 2008). In comparison to
the BET-N2 SSA, SSA obtained with methylene blue for clayey samples
are significantly larger, indicating that methylene blue is also able to
probe interlayer surfaces of the clay minerals, which are not accessible
to the nitrogen gas molecules because of the dry conditions during gas
adsorption measurements (Chen et al., 1999; Santamarina et al., 2002;
Yukselen and Kaya, 2008). However, some ambiguity about the
calculated SSA exists, as there is a disagreement in literature regarding
the surface area that is occupied by one methylene blue molecule. In
general, the rectangular methylene blue molecule can attach in a flat,
tilted or vertical orientation to the surface, but the flat orientation
seems the most likely for soil samples (Sivapullaiah et al., 2008). In a
flat orientation, the surface area occupied by one molecule ranges
from 120 Å2 (Avena et al., 2001) over 130 Å2 (Hang and Brindley,
1970; Santamarina et al., 2002) to 135 Å2 (Kipling and Wilson, 1960),
leading to deviating results of SSA.


The SSA can also be determined from adsorption of pure polar
liquids. In this case, the liquid is not a solution, and consequently, com-
petition between the solute and the solvent does not need to be consid-
ered. For soils and sediments, ethylene glycol (EG) and ethylene glycol
monoethyl ether (EGME) are most commonly used. These methods
are based on the retention of EG or EGME that forms a monolayer on
the sample surface, and if the surface area that is occupied by one mol-
ecule is known, the SSA can be calculated (Bower and Gschwend, 1952;
Carter et al., 1965; Cerato and Lutenegger, 2002; Dyal and Hendricks,
1950; van Reeuwijk, 2002). In order to obtain such a monolayer, a sur-
plus of the liquid is added to the dry sample, which is then allowed to
evaporate under an applied vacuum until only one monolayer remains.
The amount of EG or EGME retention is determined from the difference
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in weight between the dry sample and the sample covered by the
monolayer, and it is assumed that this monolayer is achieved, if the
sample weight remains more or less constant during consecutive
weighings (Bower and Gschwend, 1952; Carter et al., 1965; Cerato
and Lutenegger, 2002; Dyal and Hendricks, 1950; van Reeuwijk,
2002). Accordingly, depending on the sample, it can take up to several
days until this stable weight is attained, making this an easy but rather
time-consuming method (Cerato and Lutenegger, 2002; van Reeuwijk,
2002).


EG and EGME retention have often been applied to assess the SSA of
clays (e.g. Carter et al., 1965; Dyal and Hendricks, 1950) and clayey soils
(e.g. Bower andGschwend, 1952; Churchman et al., 1991;Heilman et al.,
1965; Pronk et al., 2013; Torres Sánchez and Falasca, 1997). In compar-
ison to gas adsorption, EG and EGME have the advantage that they are
also able to probe the internal surface area of clayminerals (i.e. interlay-
er surface area) and organicmaterial (i.e. internal porosity caused by the
multipolymeric composition), which are not accessible under the dry
conditions during gas adsorption, but are of relevance under ambient
environmental conditions (Pennell et al., 1995; Yukselen and Kaya,
2006). Consequently, like for the methylene blue adsorption method,
SSA determined by EG or EGME retention is normally significantly larger
compared to BET-N2 SSA for soil and sediment samples containing
organic material or swelling clay minerals, exhibiting these internal
surface areas (Pennell et al., 1995; Sivapullaiah et al., 2008). Only in
the absence of expandable clay minerals and organic matter, BET-N2


SSA and EG or EGME SSA are similar (Pennell et al., 1995; Yukselen
and Kaya, 2006).


The EG retention method was introduced by Dyal and Hendricks
(1950) and applied to clays (Dyal and Hendricks, 1950; Martin, 1955)
and soils (Bower and Gschwend, 1952; Pennell et al., 1995; Torres
Sánchez and Falasca, 1997). However, one major drawback of the EG
retention method is the rather long equilibration time between EG
and the samples (Carter et al., 1965; Cerato and Lutenegger, 2002;
Heilman et al., 1965). Therefore, in 1965, the use of the more volatile
EGME was proposed by Carter el al., which became thereafter a fre-
quently used polar liquid for the assessment of SSA of clays and clayey
soils and sediments (e.g. Carter et al., 1965; Churchman et al., 1991;
Derkowski and Bristow, 2012; Heilman et al., 1965; Pronk et al., 2013;
Yukselen and Kaya, 2006). Subsequently, the next paragraphs will be
restricted to the application of the EGME retention method for the
determination of SSA of soils and sediments.


3.2. Implications for soil samples


3.2.1. Effect of sample pretreatment and experimental set-up
Similar to the gas adsorption methods, the SSA determination with


EGME or other polar liquids requires clean and dry surfaces, free of
any volatile substances, to ensure the complete and direct coverage of
the surface of the sorbent by the sorbate molecules. Since the intro-
duction of the method by Carter et al. (1965), this drying is usually
achieved by placing the samples in an evacuated desiccator over
P2O5 (e.g. Heilman et al., 1965; Pronk et al., 2013; van Reeuwijk,
2002). The P2O5 is hygroscopic and attracts the moisture coming off
the sample surfaces. The advantage of this procedure is that the effects
on the samples are minimised because no elevated temperatures are
applied, which could lead to changes of the sample materials as
discussed above for the sample pretreatment of the gas adsorption
methods. But the disadvantage of this gentle drying method is that it
is rather time consuming. It can take several days until the complete
drying is achieved, and it should be checked before the addition of the
EGME by several consecutive weighings to assure that a constant
weight representing a clean sample has been achieved (Heilman et al.,
1965; Pronk et al., 2013; van Reeuwijk, 2002; Yukselen and Kaya,
2006). Moreover, it is assumed that drying over P2O5 is not sufficient
and thus, oven drying was proposed instead (Derkowski and Bristow,
2012; Eltantawy and Arnold, 1973). Therefore, Ratner-Zohar et al.

(1983) compared EGME SSAs obtained by drying over P2O5 and by
the much faster oven drying at 110 °C of various soil and clay samples
and found a good linear relationship of the SSAs obtained by both
methods. Oven drying resulted in only a slight increase in SSA for
montmorillonite-containing samples of 1.2% and a slight decrease in
SSA for kaolinite-containing samples of 2%, indicating that the oven-
drying procedure is applicable aswell (Ratner-Zohar et al., 1983). How-
ever, for illite-containing samples, a deviation in SSA of 15%was obtain-
ed, which could not be explained by the authors. These deviations for
illite-containing samples could probably be one reason, why until
today P2O5 is used for the pretreatment of samples (e.g. Pronk et al.,
2013; van Reeuwijk, 2002).


Other sample pretreatment steps introduced by Carter et al. (1965)
are the removal of organic material by H2O2 and Ca-saturating of the
clay minerals by washing with 1 N CaCl2. It has already been reported
by e.g. Dyal and Hendricks (1950) and Bower and Gschwend (1952)
that the retention of EG by clay minerals is markedly affected by their
exchangeable cations. In a first systematic investigation of reference
clays and soil clays, McNeal (1964) found the highest EG retention
levels in Ca-homoionic clays, followed by Al, Na and K. The author as-
cribed this effect of the Ca ions to the fact that in addition to the glycol
molecules bound to the oxygen atoms of the minerals via hydrogen-
bonds, two additional glycol molecules were associated to each Ca ion
in the Ca-saturated samples, resulting in increased glycol retention
and subsequently increased SSA (McNeal, 1964). This cation solvation,
which takes also place when EGME is used, can lead to an over-
estimation of the EGME SSA of a mineral sample containing 1% Ca-
montmorillonite by about 5 m2/g (Chiou et al., 1993). Similarly, parti-
tion of EGME in organic material can cause an overestimation of
EGME SSA of about 0.3 – 0.5 m2/g for soil samples containing 1% organic
material (Chiou et al., 1993). However, it was shown by Cihacek and
Bremner (1979) that there were only slight differences in EGME SSA
for a variety of different soils with a wide range in soil properties, with
or without the pretreatment procedure with H2O2 and CaCl2. The two
data sets were highly correlated to each other, indicating that the SSA
results by the EGME method were not affected by these treatments
and that they therefore can be omitted (Cihacek and Bremner, 1979).
But it appears that the observed deviation in SSA increaseswith increas-
ing contents of organic material and swelling clay minerals with Ca cat-
ions at the exchange complex, although this cannot be verifiedwith the
data of Cihacek andBremner (1979), since in this study, only the organic
carbon and clay content, which varied between 0.30 and 9.38% and
between 1 and 72%, respectively, for the samples investigated were re-
ported, but not the clay mineralogy and cation occupation. Neverthe-
less, as discussed above for the gas adsorption methods, it essentially
depends on the research question, whether the removal of organic ma-
terial or the exchange of cations on the exchange complex prior to SSA
determination is meaningful at all. It can be useful for the investigation
of certain compounds in the samples under more or less standardised
conditions, but for studying the actual surface area of a soil, modification
of the surface area by sample pretreatment should be avoided.


In addition to sample pretreatment, it was speculated that a number
of factors related to the experimental set-up affect the reliability and
repeatability of the results, which is generally governed by the rate at
which equilibrium is achieved. It is usually recommended that 3 ml
EGME should be added to 1 g soil sample (e.g. Cerato and Lutenegger,
2002; Churchman et al., 1991; Heilman et al., 1965; Yukselen and
Kaya, 2006). The use of less EGME is not advisable because there is a
chance that not all soil particles will be fully covered with the EGME;
on the other hand, increased amounts of EGME in excess of 3 ml result-
ed in increased time to achieve complete equilibrium (Cerato and
Lutenegger, 2002). Moreover, the rate of equilibrium is also affected
by other factors including temperature, barometric pressure and hu-
midity, the geometry of the equipment and the interaction between
the EGME and the particular sample (Cerato and Lutenegger, 2002).
While our influence on environmental parameters like temperature,







82 K. Heister / Geoderma 216 (2014) 75–87

pressure and humidity is rather limited, and the interaction between the
EGME and the sample is an intrinsic sample property, the geometry of the
experimental set-up can be easily varied. The presence of a free surface of
EGME inside the desiccator, as e.g. proposed by Eltantawy and Arnold
(1973), resulted in a faster rate of equilibriumand subsequently in higher
EGME SSA (Tiller and Smith, 1990). The effect of desiccator size was
investigated by Tiller and Smith (1990) and Cerato and Lutenegger
(2002). In both studies, slight deviations in EGME SSA between desicca-
tors of different sizes were observed, but it appeared that the results are
rather unaffected by this and thus, desiccator size seems not to be an
issue. However, the number of samples within a desiccator could have
an influence on the time required to obtain equilibrium, and with in-
creasing numbers of samples, the time to which they are exposed to
air for weighing them also increases (Bower and Goertzen, 1959;
Heilman et al., 1965). Consequently, it is advisable to standardise the
measurements by using equal desiccator sizes and similar number of
samples per desiccator and to limit the time in which the samples are
exposed to air as far as possible. In order to be able to compare the
results from different measurements, a standard material should be
included in each run (van Reeuwijk, 2002).


3.2.2. Effect of organic material and clay minerals
It was pointed out before that, contrary to gas adsorption methods,


polar liquids like EGME also probe the interlayer surfaces of clay min-
erals and the internal surface area of the organic material. The ability
of EGME to probe these internal surfaces is a major advantage, if total
accessible surface area under ambient environmental conditions has
to be determined. But on the other hand, this ability of EGME to pene-
trate into the interlayer spaces of swelling clay minerals and into the
polymeric matrix of the organic material also raises uncertainties.


If the EGME molecules penetrate the organic material, they cause
swelling of the polymeric matrix and subsequent alteration of the mi-
cropore structure. EGME and other polar liquids react with soil organic
material through partitioning in macromolecular compounds, resulting
in unreasonably high EGME SSA values (Chiou et al., 1990, 1993; de
Jonge and Mittelmeijer-Hazeleger, 1996). The extent of this reaction
depends on the type of organic material. In a study on organic-rich
sediments with varying degree of diagenetic maturation, the less ma-
ture kerogen exhibited a stronger dissolution effect by EGME than the
more mature kerogen (Derkowski and Bristow, 2012). Since the EGME
SSA values of this study appeared to be unreliably high, the authors con-
cluded that EGME and other polar liquids are not suitable for samples
with an organic matter content above 3% or even lower for samples
with a low content of smectite clay.


In a similar way, the molecules of polar liquids enter the interlayer
spaces of clay minerals and cause swelling. Higher concentrations of
swelling clay minerals like smectite lead to increased SSA compared to
gas adsorption measurements (de Jonge et al., 2000). The degree of
excess sorption depends on the type of cation present at the interlayer
and the solvent (Chiou et al., 1993). Glycol retention was highest for
Ca cations because of cation solvation (McNeal, 1964), and similarly
EGME retention was affected by the dominant exchangeable cation,
which was demonstrated by Tiller and Smith (1990). Consequently,
the excess retention of e.g. EGME results in increased EGME SSA.


The retention of a polar liquid and subsequently the calculated SSA
for a sample may vary depending on the type of sorbate used and is
for a given sorbate a property of the solid (Chiou et al., 1993). However,
these values can be criticised because the uptake of the sorbate changes
the structure of the solid and produces new surface areas. This type of
surface area is also called “apparent surface area”, but it is not well-
defined, since it does not refer to the surface area of the sample before
the measurement has been taken (Chiou et al., 1990).


Another uncertainty arises from the conversion of retention values
to surface areas. As mentioned above, for this, the surface area that is
occupied by one molecule or a defined mass of the sorbate has to be
known. For EGME, a retention of 2.86 · 10−4 g/m2 for a monolayer is

assumed (Carter et al., 1965) and commonly applied to calculate
EGME SSA (e.g. Cerato and Lutenegger, 2002; Heilman et al. 1965;
Ratner-Zohar et al., 1983; van Reeuwijk, 2002; Yukselen and Kaya,
2006). This value has been obtained from the EGME retained by amont-
morillonite which SSA has been determined by Dyal and Hendricks
(1950) to be 810 m2/g and corresponds to a molecular area of EGME
of 52.0 Å2/molecule (Carter et al., 1965). However, Chiou et al. (1993)
calculated a molecular area of 32.3 Å2/molecule from the two-
dimensional close packing of EGME molecules, which was assumed
not to be very accurate for larger molecules like EGME. Subsequently,
the authors determined the monolayer capacity from two alumina ref-
erence samples with known SSA and obtained a molecular area of
EGME of 40.0 Å2/molecule (Chiou et al., 1993). These data show that
the molecular area covered by one EGME molecule depends on the
type of mineral. Consequently, in soils, where various minerals are
present simultaneously, several factors converting EGME retention to
surface area are needed (Tiller and Smith, 1990). Moreover, not only
the mineral composition but also their amounts will vary from soil to
soil. Accordingly, no constant factor can be used to convert retention
values to surface area (Churchman et al., 1991; Tiller and Smith, 1990;
Yukselen and Kaya, 2006), although this is a common procedure.


In the case of swelling clay minerals, one needs also to distin-
guish between external and internal surfaces. Nguyen et al. (1987)
demonstrated by Fourier transform infrared spectroscopy that on
the interlayer surfaces of Ca-montmorillonite, one EGME molecule
is shared between the two sheets, with a total area occupied of
40.2 Å2, consisting of 25.4 Å2 on the lower and 14.8 Å2 on the
upper surface of the interlayer. On the other hand, themolecular cover-
age on kaolinite is 17 Å2/molecule. Accordingly, the interlayer surfaces
of swelling clayminerals are not coveredwith two separatemonolayers
of EGME molecules but rather with EGMEmolecules in a different con-
figuration than on the external surfaces (Churchman et al., 1991;
Nguyen et al., 1987).


Because of these difficulties in converting EGME retention to EGME
SSA, several authors recommend to only measure the EGME retention
instead of the EGME SSA and to refer to “sorption capacity” (Chiou
et al., 1993; de Jonge et al., 2000; Tiller and Smith, 1990). Although
this is probably not as convenient, it is more accurate, since the EGME
retention is sample-specific. Accordingly, EGME retention can thus be
used to describe the interface of the sample that interacts with polar or-
ganic substances. If SSA has to be calculated, one should keep in mind
that the conversion factor that is routinely used is derived from amont-
morillonite, which is probably not a representative mineral of the par-
ticular sample investigated.


4. Good laboratory practice for the determination of SSA


The determination of SSA of soils and sediments by gas adsorption or
liquid retentionmethods are todaymore or less routinemethods. As it is
obvious from the discussion above, both groups ofmethods exhibit some
drawbacks and pitfalls; but they can mostly be avoided by sticking to
some simple rules. In general, these predominantly concern the sample
pretreatment because pretreatment conditions can have a considerable
effect on the measured SSA, depending on the soil constituents present.
Therefore, it is strongly recommended to report the pretreatment condi-
tions, which is unfortunately not always the case. Likewise, the quality of
data can be improved by reporting e.g. the C constants of sorption iso-
therms or the conversion factors used to calculate SSA from polar liquid
retention. If this information is available togetherwith the data obtained,
the comparability of data from different studies would be significantly
improved, and it would be clear, whether the observed differences in
measured SSA are due to different sample characteristics or are caused
by differences in pretreatment and/or measurement.


As the SSA determination by N2 physisorption (BET-N2) and by
EGME retention are the two most frequently used methods in soil
science, Table 1 lists some recommendations for the measurement of







83K. Heister / Geoderma 216 (2014) 75–87

SSAof soilmaterials by these twomethods. These recommendations are
inferred from the literature review presented. Most of them can be eas-
ily implemented. Following these instructionswill significantly improve
the quality of the data and allow for a better assessment of data from
various studies.


5. Characterisation of soil samples by comparative
SSA determinations


The SSA of a soil is generally considered to be an intrinsic parameter.
Therefore, itwould be desirable to have a solid SSA value that can direct-
ly be compared with others; and accordingly, there seems to be a need
for a simple method which yields reliable results (Yukselen and Kaya,
2006). But it was seen that the SSA of a soil depends on the measuring
method. Gas adsorption methods like BET-N2 determine the external
surface area, whereas adsorption of polar liquids like EGME or adsorp-
tion of molecules like methylene blue from solution yield the total sur-
face area (Chiou et al., 1993; de Jong, 1999; Tiller and Smith, 1990;
Yukselen-Aksoy and Kaya, 2010a). In addition, the SSA depends also
on the type of sorbate used (e.g. CO2 versus N2 (Thomas and Bohor,
1968; Aylmore et al., 1970; de Jonge and Mittelmeijer-Hazeleger,
1996; Echeverría et al., 1999; Ravikovitch et al., 2005) or methylene
blue versus EGME (Sivapullaiah et al., 2008; Yukselen and Kaya,
2006)), on the sample pretreatment (Aldcroft et al., 1968; Aylmore
et al., 1970; Brooks, 1955; Clausen and Fabricius, 2000; Kaufhold et al.,
2010) and on the configuration of the experimental set-up (Eltantawy
and Arnold, 1973; Tiller and Smith, 1990). Thus, even if we compare
SSA data obtained by the samemethod, deviations in SSA can be caused
by the handling of the samples and not by characteristics of the sample
material itself.


Although the procedures how to measure the SSA are presented in
detail in the literature, these instructions do not provide detailed de-
scriptions about the sample pretreatment (e.g. Sing et al., 1985) because
the sample pretreatment depends essentially on the samplematerial. As
a consequence, a multitude of different pretreatment procedures exists,
varying between differentmethods and different sample types, but like-
ly also between different laboratories. Often, the exact pretreatment
conditions are not reported in the literature (e.g. Allen-King et al.,
1996; Burford et al., 1964; Menegatti et al., 1999; Raffensperger and
Ferrell, 1991; Sequi and Aringhieri, 1977; Yukselen and Kaya, 2006),
which hampers comparison of the data.


This applies also to mathematical procedures after the measure-
ment. The BET equation is only valid in the linear range of the isotherm
between 0.05 and 0.35 relative pressure (Brunauer et al., 1938), but it
has been shown that this range can differ depending on the type of
solid (Davis and Kent, 1990). Consequently, changes in the data points
taken for the calculation can lead to varying SSA results, but commonly,
the range of relative pressures of 0.05 to 0.30 or 0.35 is taken for the cal-
culation, regardless of the actual shape of the isotherm. In case of EGME
SSA measurements, the conversion factors used to transform EGME re-
tention into EGME SSA varies for different types of minerals. Thus, there
exists no universal factor that can be applied to all soils (Churchman

Table 1
Recommendations for SSA measurements of soils by N2 physisorption and EGME retention, res


N2 physisorption


− Report outgassing conditions
− Use low temperatures (even room temperature), if temperature-sensitive phases are


present
− Measure complete adsorption isotherms of different sample types and check for point


B and the linear BET range
− Report C constants
− Use longer equilibration times, if microporosity or significant amounts of organic


material are present
− Consider to use CO2 instead of N2, if microporosity or significant amounts of organic


material are present

et al., 1991; Tiller and Smith, 1990; Yukselen and Kaya, 2006), and the
use of a standard factor will cause deviating SSA values.


Therefore, if a real standard procedure should be established, all
these issues have to be defined in detail. However, it turns out that
this is not feasible, as soil samples are different, and thus, no standard
procedure can be found which suits all sample types.


It is supposed that many soil properties like e.g. cation exchange ca-
pacity and clay content, but also geotechnical properties like liquid limit,
plasticity index and swelling potential are closely related to the SSA
(Feller et al., 1992; Petersen et al., 1996; Theng et al., 1999; Yukselen-
Aksoy and Kaya, 2010a,b). As the determination of these properties is
often time consuming, SSA measurements have been proposed to pre-
dict them; e.g. the SSA probed by methylene blue can be used to esti-
mate the swelling potential of clayey soils (Sivapullaiah et al., 2008;
Yukselen-Aksoy and Kaya, 2010b). For this, comparative investigations
of several SSA determinations are required to identify the best method
corresponding to the soil property in question (e.g. Sivapullaiah et al.,
2008; Yukselen-Aksoy and Kaya, 2010b). Other comparative studies
simply aim to show the feasibility and accuracy of a proposed method
(e.g. Greenland and Quirk, 1964; Kipling and Wilson, 1960). Subse-
quently, quite a number of studies comparing different SSA determina-
tion methods are published in literature, ranging from the comparison
of various sorbates within the same type of method (e.g. Aylmore
et al., 1970; de Jonge and Mittelmeijer-Hazeleger, 1996; Echeverría
et al., 1999; Ravikovitch et al., 2005; Sivapullaiah et al., 2008; Thomas
and Bohor, 1968) to extensive comparisons covering the whole range
of available methods (e.g. de Jong, 1999; Greenland and Quirk, 1964;
Macht et al., 2011; Schulte et al., 1992; Sequi and Aringhieri, 1977;
Torres Sánchez and Falasca, 1997; Yukselen and Kaya, 2006). The vari-
ous methods yield differences in SSA, which can be ascribed to sample
properties. Accordingly, a comparison of several methods like e.g. BET-
N2 and EGME retention allows us to get more insight into the sample
characteristics.


6. The relationship between BET-N2 and EGME SSA depends mainly
on clay type and not on organic material


In order to obtain more information about the characteristics of the
interface of the sample, the use of methods that probe preferably differ-
ent types of surfaces seemsmost promising.Most often, the comparison
between BET-N2 and EGME SSA is performed (e.g. Churchman et al.,
1991; de Jong, 1999; Macht et al., 2011; Pronk et al., 2013; Tiller and
Smith, 1990; Yukselen and Kaya, 2006). Materials studied by these
twomethods are commonly clays or clayey soils. The SSA values are ex-
pected to be influenced in particular by the type of clay mineral and the
amount of organic material present. However, there are unfortunately
not somany studies published which report both dominant clayminer-
al and amount of organicmatter. As both are important for the interpre-
tation of the results, the following discussion will be limited to studies
for which both are available.


Fig. 2 depicts the BET-N2 and EGME SSA values of clayey subsoils
(Allen-King et al., 1996; Churchman et al., 1991), clayey soils (Yukselen

pectively.


EGME retention


− Report pretreatment conditions
− Standardise measurements by using equal desiccator sizes and similar numbers of


samples per desiccator
− Include a standard in each run


− Limit the time in which samples are exposed to air as far as possible
− Report only EGME retention and do not convert retention to SSA


− Use an appropriate conversion factor, if SSA has to be calculated







Fig. 2. Relationship between BET-N2 and EGME SSA values of clayey soils, subsoils and soil clay fractions. All data derive from Tiller and Smith (1990), Churchman et al. (1991), Allen-King
et al. (1996) and Yukselen and Kaya (2006). The samples are grouped according to their dominant clay mineral into kaolinite (n = 11), chlorite (n = 8), illite (n = 10) and
montmorillonite (n = 7).
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and Kaya, 2006) and soil clay fractions (Tiller and Smith, 1990). For all
samples, the dominant clay mineral and the amount of organic matter
is known. The concentration of organic carbon ranges from 0.1 to
10.4% for all samples, and the dominant clay minerals considered here
are kaolinite, chlorite, illite and montmorillonite. It can be seen from
Fig. 2 that for each clay mineral, except montmorillonite, there is a cor-
relation between BET-N2 SSA and EGME SSA passing through the origin.
For kaolinite and illite, this correlation ismore or less equal; for chlorite,
it is shifted to lower EGME SSA values. The correlation coefficients R2


are 0.62, 0.85 and 0.74 for kaolinite, illite and chlorite, respectively.
The montmorillonite samples exhibit significantly enhanced EGME
SSA values compared to BET-N2 SSA values and no linear correlation.
Surprisingly, no correlation was found between either BET-N2 SSA or
EGME SSA and organic carbon concentration (Fig. 3). Consequently,
the type of the dominant clay mineral present seems to be of more im-
portance for the BET-N2 and EGME SSA value of a soil than the content
of organic material.


Such a linear correlation of BET-N2 SSA and EGME SSA was also ob-
served for the bulk soil and particle sizes fractions of two arable topsoils,
dominated by illite (Pronk et al., 2013). No effect of organic carbon con-
centration, ranging between 0.2 and 3%, was observed, and the ratio of
BET-N2 SSA and EGME SSA was similar to that reported by Yukselen

Fig. 3.Relationship between organic carbon content and BET-N2 SSA (A) and EGME SSA (B), resp
et al. (1996) and Yukselen and Kaya (2006). The samples are grouped according to their
montmorillonite (n = 7).

and Kaya (2006) for an illite-dominated soil. Subsequently, this also
points to the assumption that type of clay mineral affects BET-N2 and
EGME SSA more than the content of organic material. This was con-
firmed by statistical analysis of the BET-N2 and EGME SSAs of 140 soil
samples from Germany and Israel (Schulte et al., 1992). Consequently,
the ratio of BET-N2 and EGME SSA could be used to contribute to clay
mineral identification, as this ratio can be indicative for the presence
of swelling clay minerals (cf. Tiller and Smith, 1990).


The dominant effect of clay type over the presence of organic mate-
rial in the relationship between BET-N2 and EGME SSA seems unexpect-
ed because, as mentioned above, numerous studies deal with the effect
of the organic material on the SSA of soils and on the removal of it (see
references in Section 2.2.3). The differentiation between the various
types of clay minerals, e.g. swelling versus non-swelling, was only of
minor importance, as it is generally assumed that gas adsorption
methods probe only the external surface area of the clay particles
(Chiou et al., 1993; Tiller and Smith, 1990; Yukselen-Aksoy and Kaya,
2010a). However, there are indications that part of the interlayer sur-
face area is probed under the dry conditions of the gas adsorption
methods as well (Kaufhold et al., 2010; Thomas and Bohor, 1968). Con-
sequently, the BET-N2 SSA can also be influenced by the type of clay
mineral, which subsequently can lead to that fact that clay mineral

ectively. All data derive from Tiller and Smith (1990), Churchman et al. (1991), Allen-King
dominant clay mineral into kaolinite (n = 11), chlorite (n = 8), illite (n = 10) and
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type has more impact on the relation between BET-N2 and EGME SSA
than the content of organic material. But for a given clay mineral type,
this relationship indeed depends on the content of organic material.


7. Characterisation of the soil's interface by SSA determinations and
other methods


As described before, the combination of several differentmethods to
determine SSA of soils appears promising to obtain further information
about the interface of a soil which exists between the solid and the liq-
uid and/or gaseous phases of a soil. Together with sorption experiments
with well-known substances acting as probes for certain types of sur-
faces, the interfaces that a substance encounters during its movement
through the soil can be characterised (Pronk et al., 2013; Xiao et al.,
2012). Therefore, the combination of several SSA methods offers a
more detailed characterisation of the soil's interface like the amount of
specific surface sites and the capacity to interact with certain types of
chemicals than the determination of the SSA by one method alone.
Hence, SSA values can indeed serve as proxies for certain soil character-
istics. However, for choosing the right method(s), one should consider
which surfaces have to be accessed and select the appropriate methods,
e.g. gas adsorption, adsorption of polar liquids or sorption of hydropho-
bic organic chemicals. In addition, the sample pretreatment has to be se-
lected with care depending on the sample material (e.g. drying at room
temperature in the presence of temperature-sensitive phases or remov-
al of organic material) and the research questions (e.g. assessment of
total mineral surface area, hydrophobic surface area or the actual het-
erogeneous surface area of a soil).


In addition to the determination of SSA by various methods, the
application of related techniques for e.g. assessing soil porosity by
e.g. 129Xe nuclear magnetic resonance spectroscopy (Filimonova et al.,
2004, 2006, 2011;Magusin et al., 1997), particle morphology by atomic
force microscopy (Bickmore et al., 2002; Macht et al., 2011; Metz et al.,
2005) or the sorption capacity for particular chemicals (e.g. Carmo et al.,
2000; Pronk et al., 2013; Xiao et al., 2012; Zhang et al., 2010) are prom-
ising to get amore complete picture of the soil's reactive interface to the
liquid and gaseous phases.


8. Conclusions


The SSA of soils has been studied by different methods for decades.
In general, these methods can be grouped into two categories,
adsorption of gases on dry surfaces and adsorption of polar liquids or
molecules from solution. It is assumed that the gas adsorptionmeasure-
ments, which commonly yield lower SSA values than the liquid adsorp-
tion methods, probe only the external surface area of soil constituents.
On the other hand, adsorption of liquids records the total surface area,
including interlayer surfaces of clayminerals andmicropores of organic
material. A literature review has shown that SSA values do not solely
depend on the type of method used, but also differ depending on the
sorbate used, e.g. N2 versus CO2 in gas adsorptionmethods, and on sam-
ple pretreatment. Especially the drying of the samples prior tomeasure-
ment appears to be crucial for the results obtained due to the possibility
of inducing structural changes in the sample material. As no standard
pretreatment procedure is feasible due to the different characteristics
of the soil constituents, these pretreatment procedures have to be
reported in order to allow comparison of data from different studies.
Besides sample pretreatment and experimental conditions during the
measurement, the porosity of the sample, the presence of organicmate-
rial (in particular on mineral surfaces) and the type of clay mineral can
significantly affect obtained SSA values due to the different accessibil-
ities of the various types of surfaces. A comparison of BET-N2 and
EGME SSA literature data reveals that the relationship between BET-
N2 and EGME SSA predominantly depends on the type of clay mineral
present and not on the content of organic material. This could probably
be caused by the fact that the N2 molecules do not solely probe the

external surfaces, but also to some degree the internal surfaces as
well. Accordingly, more information about a soil can be derived by a
combination of several SSA determination techniques because these
various methods probe different types of surfaces. In particular the ad-
ditional application of related techniques like sorption experiments
with defined chemicals seems promising to achieve a closer characteri-
sation of the reactive interface of a soil to the liquid and gaseous phases.
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Abstract—As the water content is increased, the consistency of a fine-grained soil changes from a semi-
solid state to a plastic state and finally to a liquid state. The plastic limit (PL) is the point at which the
consistency, caused by the soil water content, is transformed from a semi-solid state to a plastic state. The
liquid limit (LL) is the point at which the consistency is transformed from a plastic state to a liquid state.
The plastic limit and liquid limit are often collectively referred to as the Atterberg (or consistency) Limits.
Although the liquid and plastic limits are easily determined, fundamental interpretations of the limits and
quantitative relationships between their values and compositional factors are more complex. Previous
studies examined artificially-prepared soil samples that contained monomineralic clays and a non-clay
substance (quartz sand). These studies have shown that in soils without expandable clays the PL and LL
water contents were mostly related to surface area and clay content. For soils that contain expandable clays,
the PL and LL values are also dependent on interlayer water content. Hence, expandable clay mineral
contents are needed to calculate PL and LL values. These relationships have been presented in a general
analytical form. The aim of these investigations was to identify practical applications. Mineral
compositions and surface areas of five randomly selected natural soil samples were used to estimate PL
and LL values. The estimated values were compared to experimentally measured liquid limits (by the ‘fall-
cone’ test) and plastic limit (by the ‘rolling thread’ test) values. The measured PL values ranged from 18.77
to 44.92% and the LL values from 31.19 to 82.10%. The differences between estimated and measured
Atterberg Limits were 3.0�7.1% for the PL and 2.7�7.8% for the LL. Minor differences in measured and
estimated Atterberg Limits were probably due to soil organic matter (1.2�2.7%).


Key Words—Atterberg Limits, Clays, Liquid Limit, Plastic Limit, Specific Surface of Soils.


INTRODUCTION


As the water content is increased, the consistency of a


fine-grained soil changes from a semi-solid state to a


plastic state and eventually to a liquid state. The plastic


limit is the boundary between semi-solid and plastic


consistency and the liquid limit is the boundary between


plastic and liquid consistency. The plastic limit and


liquid limit are often collectively referred to as the


‘Atterberg Limits’. They are of key importance in soil


mechanics because they determine, in a simple way, the


interaction between solid and liquid phases in soils, and


thus provide the possibility of classifying soils into


groups with similar mechanical properties. The results of


these investigations, in most cases, provide a good basis


for predicting other soil properties, such as deform-


ability, expansion, hydraulic conductivity and strength.


It has long been known that Atterberg Limit values


depend primarily on soil mineralogical properties.


Several researchers (White, 1949; Grim, 1962; Seed et


al., 1964; Farrar and Coleman, 1967; Sudhaker et al.,


1985; Sridharan et al., 1988; Muhunthan, 1991) com-


pared soil plastic limit and liquid limit values to grain


size, specific surface, clay content, and cation exchange


capacity to identify relationships between mineralogy


and Atterberg Limit values. The results of these research


studies, however, varied considerably, were valid only


for the investigated soils, and were not generally


applicable.


Dolinar and Trauner (2004, 2005) explained why


previous research studies to relate mineralogy to


Atterberg Limits reached different conclusions.


Cohesive soils contain both clay and non-clay minerals


and interactions between clay minerals and water affect


the water-holding capacity of soil. Water is strongly


adsorbed to the external surfaces (we) of non-expanding


clays, whereas water adsorbs to both the external (we)


and internal surfaces (wi) of expanding clays. Saturated


clays contain free pore-water (wfp) in addition to


strongly adsorbed water. The total quantity of intergrain


water (wtig) is equal to the free pore-water plus the


external surface water (wtig = wfp + we). A standard


method for measuring water content (wod) is from the


weight loss after drying in an oven at 100 to 110ºC. The


total water measured by oven drying (wod) equals the


total intergrain water plus the internal surface water


(wod = wtig + wi = wfp + we + wi). The amount of


intergrain water, (wtig), at the liquid and plastic limits is


mostly dependent on soil texture and clay mineralogy,


whereas the interlayer water, wi, is mostly dependent on


the interlayer cations (Grim, 1962). This explains why
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no unified criterion can relate Atterberg Limit values to


soil mineralogical properties for soils with or without


expandable clays.


Dolinar and Trauner (2004, 2005) found that the total


intergrain water (wtig) at the liquid and plastic limits


depends on soil texture and clay content. The following


relationships between clay mineralogy and Atterberg


Limits were derived from published research:


(1) The hydraulic conductivities of different clays are


about equal at the liquid limit (Nagaraj et al., 1991).


This means that the pore sizes that effectively control


fluid flow at the liquid limit must be about the same size


for all clays (Mitchell, 1993) and, hence, the quantity of


free pore-water at the liquid limit is a constant.


(2) The water content is directly proportional to soil


surface area and matrix suction (Tuller, 2005). Soils


have similar pore-water suction values at the liquid limit


(Russel and Mickle, 1970). This means that the ratio of


adsorbed water to clay surface area should be about the


same at the liquid limit.


(3) Seed et al. (1964) investigated clay mineral/sand


mixtures and discovered a linear relationship between


the liquid limit value and the clay content. This suggests


that most of the water in soils at the liquid limit is


associated with clay.


(4) At the liquid limit, different fine-grained soils


have approximately equal undrained shear strength


(Casagrande, 1932).


Considering these relationships, the total quantity of


intergrain water in soils at the liquid limit wtig|LL can be


expressed by equation 1


wtig|LL = p(wfp|LL + we|LL) = p (wfp|LL + ta|LL6ASC) (1)


where wfp|LL is the quantity of free pore-water at the


liquid limit. According to equation 1, the quantity of free


pore-water (wfp|LL) of different clays at the liquid limit is


constant. The quantity of firmly adsorbed water on soil


external surfaces is we|LL. This quantity of water depends


on the sizes of the external surfaces of the clay grains


ASC (m2/g) because the thickness ta|LL of the firmly


adsorbed water on the external clay surface is constant


for all clays at the liquid limit (according to equation 2 ).


The intergrain water content depends on the quantity of


clay minerals, p, in the soil (p is the percentage of clay


minerals in soil divided by 100; 0 < p = 1) assuming that


all water in the soil is associated with the clay minerals


(according to equation 3). If the expression 1 is valid for


undrained shear strength at the liquid limit of soils


(according to relationship 4), it is to be expected that it is


valid at the other values of undrained shear strength also


(Koumoto and Houlsby, 2001). The quantity of inter-


grain water at the plastic limit of soils can, therefore, be


expressed by equation 2.


wtig|PL = p(wfp|PL + we|PL) = p(wfp|PL + ta|PL6ASC) (2)


On the basis of experimental tests, Dolinar and


Trauner (2004) reported that the quantity of intergrain


water wtig|LL (%) at the liquid limit is linearly dependent


on the specific surface and the quantity of clay minerals


in soils (equation 3).


wtig|LL = a + bLL6ASC (3)


The parameters aLL = 31.90 and bLL = 0.81 were


determined from values of ASC and wtig|LL by approx-


imation (least squares method). Equations 1 and 3 have


the same structure; therefore, the first and the second


terms in both have to be equal. Consequently the


quantity of free pore-water at the liquid limit, wfp|LL =


aLL, the quantity of the firmly adsorbed water around the


clay grains, we|LL = ta|LLASC = bLLASC, and the average


thickness of the firmly adsorbed water around the clay


grains ta|LL = bLL. Equation 3 is valid for soils which


contain only clay minerals. If the non-clay minerals are


present, the value of parameter aLL decreases in


proportion to the weight portion of clay minerals in


soils, but the slope of the function remains the same. In


that case equation 3 is expressed as equation 4,


wtig|LL = p aLL + bLL6AS (4)


where p is the portion of clay minerals in soil and AS =


pASC (m2/g) is the specific surface of soil.


The quantity of wtig|PL (%) can be calculated by


equation 5


wtig|PL = p aPL + bPL6AS (5)


where aPL= 23.16 and bPL= 0.27. The coefficients in


equations 4 and 5 were determined by testing artificial


monomineral clay mixtures that had clearly defined


chemical and mineral compositions as well as specific


surface. It should be noted that in practice it is difficult


to determine an accurate quantitative mineral composi-


tion. The values of Atterberg limits can also be


influenced by organic substances which are often


found in soils. Their influence was not investigated in


the present work. The aim of the investigations


described in this article is to verify practical applications


for the above-mentioned findings. Five samples of


cohesive soils were tested for this purpose, in which


the liquid and plastic limits were determined both


experimentally and on the basis of mineralogical


properties (specific surface, type and portion of clay


minerals in soil composition). This allowed a compar-


ison between the measured and calculated values.


MATERIALS AND METHODS


Mineral composition


The bulk mineralogy and clay mineralogy of the soil


samples were determined by the Geological Survey of


Slovenia using X-ray diffraction (XRD) techniques.


Samples were scanned using a Philips PW 3710 X-ray


diffractometer with an 1820 goniometer, an automatic


divergence slit, and a curved-crystal graphite mono-


chromator. The instrument was operated at 40 kV and
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30 mA using CuKa radiation. The bulk mineralogy was


determined on whole-soil powder mounts. The clay


fraction was separated by centrifugation. Oriented


mounts were prepared by suspending soil clay samples


in deionized water and air drying the suspensions on


quartz plates. The clay suspensions were later analyzed


after vapor solvation with ethylene glycol for 12 h at


60ºC. Semi-quantitative mineralogical compositions of


the bulk soil samples (Table 1) and clay fractions


(Table 2) were calculated using the methods of Shultz


(1964) and Biscaye (1965).


Chemical composition


The results of the chemical analyses were used to


confirm the quantities of individual minerals in the soils.


The chemical compositions of the soils (Table 3) were


determined by Acma Analytical Laboratories Ltd. of


Vancouver. The inductively-coupled plasma emission


spectrometry method was used to determine the main


elements quantitatively and qualitatively, whilst induc-


tively-coupled plasma mass spectrometry was used to


determine trace elements. Carbon and sulfur were


determined using a Leco CS444 element analyzer.


Specific surface


External and internal surfaces can contribute to the


specific surface area of mineral particles. Kaolinite and


illite minerals are not expandable and only have external


surfaces. Montmorillonite minerals are expandable and


have both external and internal surfaces. Exchangeable


cations and polar liquids can penetrate into the inter-


layers which have much larger surface areas than the


external surfaces. The external specific surface areas of


the investigated soils were measured using a five-point


BET method with N2 (Table 4).


Particle-size analysis


The grain-size distribution was determined using a


hydometer method (ISO/TS 17892-4 (2004)). In the


method commonly used for engineering purposes,


20�40 g of clay soil are mixed with 1 L of water,


agitated, and poured into a container. The density of the


suspension is measured at various times by means of a


hydrometer of special design. At any given time, the size


of the largest particles remaining in suspension at the


level of the hydrometer can be computed by means of


Stoke’s law, whereas the weight of the particles finer


than that size can be computed from the density of the


suspension at the same level. To disperse the soil, a


deflocculating agent must be added to the water (sodium


hexametaphosphate � 40 g/L). The grain-size distribu-


tion of tested soils is shown in Table 4.


Liquid and plastic limits


The liquid limits of samples were determined by the


fall cone test (British Standards Institution, 1990). This


test uses a standard cone with a 30º apex angle and a


total mass of 80 g. A dish (55 mm diameter by 40 mm


deep) is filled with soil in the consistency range of the


liquid limit. The cone point is carefully brought into


contact with the soil. The cone is then released so the


Table 1. Mineralogical composition (wt.%) of whole-soil
samples.


Sample 1 2 3 4 5


Muscovite/illite 25 35 28 35 34
Chlorite 8 14 16 0 18
Kaolinite 5 0 0 12 0
Ca-montmorillonite 14 0 0 34 0
Quartz 34 25 42 19 43
Plagioclase 9 3 9 0 3
Microcline 5 0 4 0 3
Calcite 0 23 0 0 0


Table 2. The mineralogical composition (wt.%) of the <2 mm
clay fraction with totals adjusted to equal % clay.


Sample 1 2 3 4 5


Illite 11 12 6 13 12
Chlorite 0 3 7 0 0
Kaolinite 4 3 0 5 7
Ca-montmorillonite 14 4 2 34 0
Mixed layers 10 19 14 19 25


Table 3. Chemical composition (%) of bulk-soil samples.


Sample 1 2 3 4 5


SiO2 64.15 46.83 72.10 51.71 67.48
Al2O3 15.83 13.45 12.09 20.38 12.77
TiO2 0.89 0.61 0.78 0.80 0.88
Fe2O3 5.09 5.02 4.92 9.06 6.70
FeO 1.1 1.0 1.0 0.3 0.5
MnO 0.03 0.07 0.05 0.18 0.18
MgO 1.97 2.27 1.07 1.66 1.62
CaO 0.87 12.42 0.41 1.21 0.40
Na2O 0.97 0.15 1.19 0.16 0.28
K2O 2.20 2.75 1.95 2.52 2.64
P2O5 0.13 0.12 0.15 0.13 0.07
Cr2O3 0.017 0.015 0.012 0.024 0.027


Total C 0.27 3.03 0.40 0.41 0.30
Total S 0.01 0.06 0.03 0.06 < 0.01
Organic matter 2.37 2.02 1.26 2.70 1.82


Table 4. Particle-size distribution and specific surface area of
soil samples.


Sample % Clay % Silt % Sand AS (m2/g)


1 39.1 58.1 2.8 30.1R0.4
2 40.7 56.9 2.4 28.5R0.4
3 29.2 60.6 10.2 16.7R0.1
4 70.7 27.2 2.1 54.1R0.3
5 44.2 53.9 1.9 32.6R0.2


Vol. 55, No. 5, 2007 Surface area and Atterberg limits of fine-grained soils 521







80 g mass produces some penetration for 5 s. The liquid


limit is defined as the water content at which 20 mm of


cone penetration occurs in the 5 s test time.


The plastic limits were determined by the rolling


thread test (British Standards Institution, 1990). A sample


of ~10 mm3 was taken and rolled with the palm of the


hand on a glass plate into a thread of ~3 mm diameter.


The moisture content is adjusted until the 3 mm thread


just begins to crumble. The moisture content should then


be measured, as this is the plastic limit. The plasticity


index (IP) of a soil is the numerical difference between the


liquid limit and the plastic limit. The IP is usually


proportional to the clay content and indicates the range of


water contents over which a soil has plastic properties.


The values of Atterberg limits and IP are given in


Table 5.


The mineralogical analyses indicate that all of the


soils contain montmorillonite in illite-montmorillonite


(I-M), kaolinite-montmorillonite (K-M) and chlorite-


montmorillonite (Ch-M) mixed-layered minerals or as


Ca-montmorillonite. In this case, the portion of the


interlayer water in an expanding mineral must be


determined, so as to allow a comparison of the measured


and calculated values of consistency limits with


equations 4 and 5. The interlayer water quantity, wi,


can be calculated in accordance with equation 6 (Fink


and Nakayama, 1972).


w
A (d d )


pi
Si


m= −2 1
32 10


(%) ð6Þ


The basal spacing in the c direction, which is


d1 = 0.96 nm for dry Ca-montmorillonite (dried at


105ºC), increases to d2 & 1.54 nm at a relative humidity


of 80% and to d2 = 1.9 nm in water (Brindley and


Brown, 1980). In the case of a Ca exchangeable cation in


montmorillonite, the adsorption of water between layers


is then completed and the basal spacing is practically


constant. In calculating the interlayer water quantity, wi,


with equation 6, consideration was given to the internal


specific surface, ASi = 626.80 m2/g (the value adopted


from the literature by Dolinar and Trauner, 2004) and


adequate mass portions of montmorillonite, pm, in the


individual soils (Table 2). The assumed basal spacings


(d2) of montmorillonite at the plastic and liquid limit


were 1.54 and 1.90 nm, respectively.


RESULTS AND DISCUSSION


Comparison of laboratory determined and estimated


values of Atterberg limits


Measured and calculated Atterberg Limit values are


compared in Table 5. The ‘Cal.’ symbol indicates values


that were calculated from soil mineralogical properties


using Equations 4�6. The ‘Exp.’ symbol indicates


experimentally measured values.


It was evident that water quantities at the plastic and


liquid limits that were calculated using specific surface


area, clay mineral content, and interlayer water content


were less than experimentally measured values. The


differences in calculated and measured water contents


were 3.0�7.1% at the plastic limit and 2.7�7.8% at the


liquid limit. The lower values of the calculated consis-


tency limits can result from the presence of organic


matter in clays (1.3�2.7%). Errors can also occur


because the calculation does not consider interlayer


water in montmorillonite present in mixed-layer clays.


An accurate quantitative analysis of the mineral


composition is also debatable. In the case shown, the


adopted portion of clay minerals (p) equalled the <2 mm
grain quantity determined using the hydrometer


method. Clay minerals with larger grains were not


considered in the analysis, therefore the adopted value,


p, was probably less that the real value.


Soil water contents measured at the Atterberg Limits


can include water adsorbed to internal and external grain


Table 5. Soil clay fraction (p), %Ca-montmorillonite (pm), interlayer water contents at liquid and plastic limits (wi|LL,wi|PL),
intergrain water contents at liquid and plastic limits (wtig|LL,wtig|PL), liquid limit (LL), plastic limit (PL), and plasticity index
(IP). The abbreviations ‘Cal.’ and ‘Exp.’ indicate calculated and measured Atterberg Limit values.


Parameter Sample
— 1 — — 2 — — 3 — — 4 — — 5 —


Cal. Exp. Cal. Exp. Cal. Exp. Cal. Exp. Cal. Exp.


p 0.39 0.41 0.29 0.71 0.44
pm (%) 14 4 2 34 0
1 wi|LL (%) 4.12 1.18 0.59 10.02 0
2 wi|PL (%) 2.54 0.72 0.36 6.18 0
3 wtig|LPL (%) 36.8 43.1 36.2 42.9 22.8 30.6 66.5 72.7 40.4 43.1
4 LL (%) 40.9 47.2 37.3 44.0 23.4 31.2 76.5 82.1 40.4 43.1
5 wtig|PL (%) 17.2 21.7 17.2 22.0 11.2 18.3 31.1 39.1 19.0 22.0
6 PL (%) 19.7 24.3 17.9 22.7 11.6 18.7 37.3 44.9 19.0 22.0
7 IP (%) 21.2 22.9 19.4 21.3 11.8 12.5 39.2 37.2 21.4 21.1


1,2 wi = ASi(d2 � d1)pm/26103; 3 wtig|LL = 31.9p + 0.81AS;
4 LL = wtig|LL + wi;


5 wtig|PL = 23.16p + 0.27AS;
6 PL = wtig|PL + wi;


7 Ip = LL � PL
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surfaces. The proposed method for calculating Atterberg


Limits is simple for soils that do not contain expandable


clays. In soils that contain swelling clays, the quantity of


interlayer water must be determined. Interlayer water


quantity is calculated from clay mineralogy, which is


more difficult to determine than it is to directly measure


Atterberg Limits. Therefore, this method of Atterberg


Limit calculation is less applicable in practice.


It should also be noted that, in addition to miner-


alogy, other factors influence Atterberg Limits including


temperature, organic matter, pore-water chemistry, and


soil fabric. These were not investigated in the present


study.


CONCLUSIONS


The first part of this paper discussed recent findings


that show how soil composition influences water content


at the plastic and liquid limits. It has been established that


the quantity of intergrain water at both consistency limits


depends on the soil clay content and mineralogy. These


relationships were expressed empirically by test results


obtained on artificially prepared samples composed of


pure clay minerals and a non-clay substance (quartz sand).


The aim of the investigations described in this paper


was to check for a practical application of established


relationships between water retention, mineralogy and


Atterberg Limits. We chose samples of five natural


cohesive soils for this purpose and measured the


chemical composition, mineral composition and specific


surface area. We also performed particle-size analysis.


The soil chemical composition and grain-size distribu-


tion analyses made a more accurate mineralogical


determination possible. Intergrain water quantities at


the plastic and liquid limits that were calculated from


mineralogical properties cannot be compared directly


with experimentally measured values, because Ca-mont-


morillonite and, consequently, interlayer water were


present in all of the soils. The interlayer water content


first had to be calculated using the quantity of mont-


morillonite and the internal specific surface area.


Due to the small number of samples tested, the


general applicability of the chosen method could not be


confirmed, in spite of the fact that the procedure for


determining the Atterberg limits based on soil composi-


tion was performed on randomly selected soils of


different composition and from different locations.


This method for calculating liquid and plastic limits in


geomechanics will not replace existing procedures, yet it


is essential for understanding the interdependence


between the quantity of water in soils and their


mineralogical characteristics.
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Abstract


Knowledge of the soil components controlling aggregate formation and stability is fundamental to the conservation of soil


structure. In this work, the effects of Fe and organic matter (OM) on the porosity and structural stability of aggregates <4 mm


of two cropped soils from Galicia (NW Spain) were determined. Porosity was estimated directly, by mercury intrusion


porosimetry, and indirectly, from moisture characteristic and shrinkage curves. The three porosities obtained were similar and


indicated that Soil 1, with the highest Fe and OM contents, had lower total porosity and a wider pore-size distribution than Soil


2. As regards structural stability, HeÂnin and Monnier's test, simulated rainfall and dispersion experiments, and determination


of textural tensile strength all indicated Soil 1 to be the more stable soil. Oxidation of OM and selective extraction of Fe,


which were most concentrated in the clay and silt fractions, indicated both these components to be important soil aggregants.


It is suggested that the higher content of Soil 1 in Fe and OM is responsible for its greater stability. # 1998 Elsevier Science


B.V. All rights reserved.


Keywords: Porosity; Structural stability; Iron; Organic matter


1. Introduction


The structure of soil is determined by the spatial


arrangement of its constituent particles and the nature


and intensity of the unions between them. The spatial


arrangement also largely determines the complemen-


tary porous volume of the soil, and thus in¯uences


mass- and energy-transfer properties, while the inter-


particular unions condition the soil strength. Accord-


ing to Baver et al. (1972), for ¯occulated soil particles


to form stable aggregates, it is necessary that these


particles be cemented by organic matter, aluminium or


iron oxides, colloidal silica or calcium carbonate. The


relative importance of these cementing substances


depends on their abundance in the soil, which in turn


is conditioned by the type of soil and the use to which


it is put. Moreover, the role of cementing substances


differs among aggregates of different particle sizes, so


that, in any study of aggregation in soils, it is essential


that the scale upon which observations are made to be


de®ned.
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The soils of Galicia (NW Spain) generally have


surface horizons with a very high organic matter


content (3±20%, w/w) due to climatic factors (high


rainfall and mild temperatures) and the retardation of


mineralization by interactions between organic matter


and soil mineral components, especially active forms


of Al. In addition, clay content is generally low


(<30%, w/w) and Fe content depends heavily on


the parent material, ranging from 0±2% for soils


developed over acidic rocks to 2±6% for soils devel-


oped over basic rocks. These iron-rich Galician soils


generally have poor dispersion properties, and it is


dif®cult to obtain precise and reproducible textural


data for them.


In a previous study of 90 Galician soils, Benito


and DõÂaz-Fierros (1989) found that the stability to


simulated rainfall of 0.25±2 mm aggregates sampled


from surface horizons was positively correlated


with organic matter content. Later, Benito and


DõÂaz-Fierros (1992) determined the composition


of stable aggregates of Galician soils and found


that only organic matter content was signi®cantly


correlated with aggregate stability, while Fe, Al


and clay seemed not to play any stabilizing role.


Nevertheless, Barral et al. (1992) used regression


analysis to examine the stability to simulated rainfall


of Galician surface soils developed over iron-rich


parent materials, and found that a larger proportion


of the variance in stability was explained by soil


content in Fe soluble in oxalic acid±ammonium


oxalate than by soil content in Fe soluble in dithio-


nite-citrate or in carbon.


The wide variation in the nature and abundance of


stabilizing agents among soils can lead to contra-


dictory results when statistical methods are used to


establish relationships between soil stability and com-


position. It is therefore of interest to complement


statistical studies with analytical studies that deter-


mine the role of the various cementing substances in


different soil types and/or in soils subject to different


cultivation methods. In the work reported here, the


degree of structural development of the surface hor-


izons of two soils dedicated to cultivation of maize


was compared. These soils differ mainly as regards


their contents in iron and organic matter, and one of


the main objectives of this work was to establish how


these components in¯uenced soil structure develop-


ment and stability.


There are two options for the study of soil structure.


The ®eld structure of the sample may be preserved, or


the soil can be sieved and separated into aggregate size


classes. The latter choice seems to be preferable for


standardization and most methods use speci®c soil


size fractions (Le Bissonnais, 1996). In this work we


aim at clarifying the role of iron and organic matter in


the development and stability of soil structure. For this


purpose we must select a sample size for which


structure is not in¯uenced by cropping history or other


external forces, but by the nature and proportions of


soil constituents. Aggregates of 2±3 mm diameter


were used for most determinations, with the exception


of two stability tests for which other (<4 mm or


<2 mm) size classes were standardized. Aggregates


of 2±3 mm diameter are considered to have only


textural porosity (FieÁs, 1971; Stengel, 1979; FieÁs


and Stengel, 1981). The textural pore space results


from the organization of elementary soil particles. It is


mainly affected by the soil water content and by the


nature and proportions of clay, organic matter, and Fe


and Al oxides. Similarly, mechanical strength of 2±


3 mm aggregates only depends on the packing and


cementing of the elementary particles. Therefore, a


textural tensile strength can be determined at this


scale.


We structurally characterized these two soils by two


complementary approaches: (i) by determination of


soil aggregate porosity using mercury porosimetry and


also using soil moisture characteristic and aggregate


shrinkage curves; and (ii) by examination of aggregate


stability to water in the form of simulated rainfall and


as a dispersive medium, using mechanical agitation, a


chemical dispersant or ultrasound to maximize dis-


persion. Additionally, the textural tensile strength of


the aggregates was evaluated. The in¯uence of iron


and organic matter on aggregate formation and stabi-


lity was determined analytically, by selectively


extracting these potential cementing substances and


comparing the particle size distributions of the soils


before and after extraction.


1.1. Materials


The Ap horizons (0±20 cm) of two soils dedicated


to maize production in La CorunÄa Province (Galicia,


NW Spain) were studied. Soil 1 is a Chromic Cambi-


sol (FAO-Unesco-ISRIC., 1988) developed over
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amphibolite, and Soil 2 a Dystric Cambisol developed


over schist. The soils were air-dried and then sieved to


isolate the fraction <4 mm.


2. Methods


2.1. General soil properties


Particle size analysis and the determination of soil


pH in water and 0.1 N KCl, and of total carbon and


total nitrogen contents, were all carried out using the


methods described by GuitiaÂn and Carballas (1976).


The soils were subjected to the NaF test, as per Fieldes


and Perrot (1966). The cation-exchange capacity and


exchangeable basic cations were determined by the


percolation method using 1 N ammonium acetate at


pH 7. Exchangeable Al was extracted with 1 N KCl.


Selective extraction of iron and aluminium used 0.1 N


sodium pyrophosphate at pH 10 (p), extracting for


16 h (Bascomb, 1968); dithionite-citrate (d), extract-


ing for 16 h (Holmgren, 1967); oxalic acid±ammo-


nium oxalate at pH 3 (o), extracting for 4 h in the dark


(Schwertmann, 1964), and 0.5 N NaOH (s), extracting


for 16 h (Borggaard, 1985). As well as in the soil


fraction <4 mm, iron and organic matter were also


determined in 2±3 mm aggregates.


2.2. Porosity and structural stability


Although all determinations were performed on


aggregates <4 mm, each of the methods used has a


characteristic scale of application. For mercury intru-


sion porosimetry and for evaluation of the tensile


strength of the aggregates, 2±3 mm, rounded aggre-


gates obtained by mechanical abrasion of 3±5 mm


aggregates were used; for evaluation of moisture


characteristic and shrinkage curves, and for the soil


dispersion and selective extraction experiments, the


aggregate size fraction between 2 and 3 mm was used;


for HeÂnin and Monnier (1956) structural stability test,


the aggregate size fraction <2 mm was used; and for


the simulated rainfall experiments, the aggregate size


fraction between 0.25 and 4 mm was used.


2.2.1. Porosity


Shrinkage curves. Aggregates of 2±3 mm were


rewetted under vacuum at a suction of ÿ3 cm H2O.


The sample thus obtained was then progressively


dried over silica gel in an air-tight, thermally insulated


case. At various moisture contents (determined


gravimetrically), the bulk density ( ) of a known


mass (Ms; 2±3 g) of subsample was evaluated using


the equation


� Ms=Vh


for which the volume at the sample moisture content


(Vh) was determined by impregnating the subsample


with petroleum, eliminating the excess solvent and


measuring the hydrostatic upthrust in the same liquid


(Monnier et al., 1973). By plotting the reciprocal of


the bulk density (speci®c volume) against moisture


content (%, w/w), the swelling±shrinkage curve was


obtained. To determine the porosity (p, in %, v/v) of


the aggregates, their particle density ( ) was ®rst


determined by the pycnometric method, and then their


porosity was calculated as follows


p � �1ÿ � � 100


Mercury intrusion porosimetry. In this technique,


the volume of pores of a given size is determined by


measuring the volume of mercury intruded into the


soil sample (4 g representing around 100 aggregates)


at a given pressure. The equivalent pore diameter (D,


in m) is calculated from the applied pressure (P, in Pa)


by means of Jurin's law,


D � ÿ�4� cos��=P


where � is the surface tension of the mercury


(0.48 N mÿ1), and � is the contact angle of the mer-


cury meniscus at the pore wall (1308). The measure-


ments were carried out at between 0.003 and 206 MPa


(equivalent to D�400 and 0.006 mm, respectively) in a


Coultronics 9300 pore sizer.


Moisture characteristic curves. 100 g of aggregates


were moistened under vacuum at a suction of ÿ3 cm


H2O. Duplicate 5 g water-saturated subsamples were


then equilibrated at various soil moisture potentials


(ÿ0.005, ÿ0.01, ÿ0.05, ÿ0.1, ÿ0.3, ÿ0.5, ÿ1 and


ÿ1.5 MPa) in a Richards pressure cell. The aggregates


were placed as a mono-layer both for water saturation


and when transferred to the pressure cell. The equili-


brium moisture content was determined gravimetri-


cally. Moisture characteristic curves were constructed


using the mean value for the moisture content, and the


equivalent diameter of the largest pores that would
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just hold water (d, in m) was estimated from the


suction (S, in Pa) by means of the relationship:


S � 4T=d


where T is the surface tension of water (0.07 N mÿ1).


2.2.2. Structural stability


Textural tensile strength (TTS). One hundred


2±3 mm, mechanically rounded aggregates were dried


to constant mass over silica gel. The precise diameter


and crushing strength of each aggregate were then


determined in an uncon®ned compression apparatus of


the type described by GueÂrif (1988a). Textural tensile


strength (T, in Pa) ± the maximum tensile stress


withstood by the aggregates ± was then calculated


using the equation proposed by Dexter (1975),


T � 0:576 F=d2


where F is the crushing force (in N) needed to fracture


the aggregates, and d is the aggregate diameter (in m).


HeÂnin and Monnier (1956) structural stability test.


The proportions (%, w/w) of stable Ag, Aga and Agb


aggregates (corresponding to untreated, alcohol-trea-


ted and benzene-treated aggregates, respectively)


retained on a sieve of mesh 0.2 mm in a FeÂodoroff


(1960) were calculated, and the instability index, Is,


was obtained using the equation


Is � �% < 20 mm�max


�Ag� Aga � Agb�=3ÿ 0:9�%CS�
where (% <20 mm)max indicates the largest proportion


of suspended particles <20 mm determined for the


three sample treatments, and % CS is the largest


proportion of coarse sand (the fraction 0.2±2 mm)


forming part of the stable aggregates.


Simulated rainfall. 50 g of soil sieved to between


0.25 and 4 mm was evenly spread on a 15 cm diameter


sieve of mesh size 0.25 mm. The soil was subjected


to 30 min of rainfall simulated by ejecting water at


an exit pressure of 24.5 kPa from a spray nozzle


oscillating over it at a distance of 2.5 m. The simulated


rain had mean drop-diameter 1.25 mm, intensity


45 mm hÿ1, and kinetic energy 14.38 J mÿ2 mmÿ1.


From the results of duplicate experiments, the mean


proportion of aggregates not lost from the sieve was


calculated (in g mÿ2 minÿ1).


Soil dispersion. 20 g samples of aggregates of


2±3 mm were subjected to the following treatments:


(a) shaking in 100 ml of distilled water for 1 h; (b)


shaking in 90 ml of distilled water and 10 ml of a


solution of sodium hexametaphosphate (3.6%, w/v)


and sodium carbonate (0.8%, w/v) for 1 h (HMPC);


(c) ultrasound treatment in 100 ml of distilled water


for 5 min (US), using a Branson model B-12 apparatus


(90 W) and an ice bath to keep the suspension tem-


perature <408C. Particle size analysis of the dispersed


samples was then performed, using wet-sieving for the


fractions >50 mm, and the pipette method for the


fractions <50 mm. The resulting particle size distribu-


tions (PSD) are means for duplicate experiments.


Selective extraction. The organic matter component


of aggregates of 2±3 mm was fully oxidized with


hydrogen peroxide, and the oxidized aggregates were


suspended in HMPC and their PSD was determined.


The ®ve particle size fractions of these oxidized


aggregates and, in a parallel experiment, those of


unoxidized aggregates, were then separated by sieving


(coarse fractions) or centrifugation (the two ®nest


fractions). The organic matter in the unoxidized frac-


tions was determined by the wet oxidation method.


Another set of oxidized aggregates was shaken with


dithionite-citrate-bicarbonate (dcb) for 16 h at room


temperature (Colombo and Torrent, 1991) to extract


all the `free' iron, or with oxalic acid±ammonium


oxalate for 4 h in the dark (o) (Schwertmann, 1964)


to dissolve only the amorphous iron compounds, and


then the Fe and Al in the extract were determined by


atomic absorption spectroscopy. The washed residues


were resuspended in HMPC and their PSD was deter-


mined. Prior to evaluation of the PSD for the oxidized,


oxidized/o-extracted and oxidized/dcb-extracted


aggregates, each fraction was corrected for mass


losses due to these treatments.


3. Results


3.1. General soil properties


Soil 1 is a loam and Soil 2 a silty loam. Both soils


are acidic and give a positive NaF test, indicating the


presence of reactive aluminium forms. Nonetheless,


calcium is the most abundant exchangeable cation


(Table 1), probably due to the soil having been limed


at some stage. Soil 1 contains roughly twice as much


organic matter as Soil 2 (11.6% against 5.3%), and
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three times as much `free' Fe and Al (Fed and Als were


6.5% and 1.3%, respectively, for Soil 1, and 2.0% and


0.4%, respectively, for Soil 2). The low Feo/Fed ratios


obtained for the soils (0.1 for Soil 1, and 0.3 for Soil 2)


indicate that both contain a predominance of crystal-


line iron forms, and the low Fep and Alp (both <0.5%,


w/w) indicate that both soils contain little organic


matter bound Fe or Al. X-ray diffraction indicated the


crystalline minerals in the clay fraction of Soil 1 to be


goethite, haematite, gibbsite and kaolinite, whereas


this fraction of Soil 2 is mainly kaolinite and chlorite.


Compared to the soil fraction <4 mm, the aggre-


gates between 2 and 3 mm contain less organic matter


(probably due simply to exclusion of the coarsest OM


particles) and more Fe, especially crystalline Fe forms


(Table 2). Aggregates from both soils had very similar


clay contents (see column d in Table 4).


3.2. Porosity and Structural Stability


3.2.1. Porosity


Shrinkage curves. Fig. 1 shows the shrinkage


curves (speci®c volume versus moisture content) for


the 2±3 mm aggregate size fraction of Soils 1 and 2. At


the air entry point (AE), at which the shrinkage curve


and the saturation curve diverge, the intra-aggregates


pores are saturated with water and so the soil moisture


content is equal to the speci®c pore volume (0.292 and


0.335 cm3 gÿ1 for Soils 1 and 2, respectively, equiva-


lent to total porosities of 45% and 47% v/v, respec-


tively). At lower moisture contents, soil shrinkage


steadily becomes smaller than the volume of water


lost on drying and so the speci®c volume-moisture


content curve ¯attens out. For both soils overall


shrinkage was slight. For Soil 1, the shrinkage limit


Table 1


General properties of the soil fraction <4 mm


Particle size distribution (%, w/w)


Soil 4±0.2 mm 0.2±0.05 mm 0.05±0.02 mm 0.02±0.002 mm <0.002 mm


1 16.7 20.6 14.4 22.0 26.2


2 6.6 16.3 24.9 37.6 14.6


Chemical properties


Soil pH pH pH C OM N C/N


(H2O) (KCl) (NaF) (%) (%) (%)


1 5.4 4.7 10.0 6.7 11.6 0.4 19


2 5.1 4.2 9.7 3.1 5.3 0.2 15


Exchangeable cations (cmolc Kgÿ1)


Soil CEC Ca Mg K Na Al


1 11.5 3.4 0.6 0.9 0.1 0.5


2 11.6 4.0 0.3 1.4 0.3 1.0


Selective extractions (%, w/w)


Soil Fed Feo Fep Ald Alo Alp Als


1 6.5 0.8 0.3 1.3 0.9 0.5 1.5


2 2.0 0.6 0.4 0.4 0.4 0.2 0.5


Table 2


Organic matter (OM, %, w/w), total iron (Fet) and distribution of iron (%, w/w) in the 2±3 mm aggregates


Soil OM Fet Fed Feo Fep Fed/Fet Feo/Fed Fep/Feo


1 4.00 10.81 8.05 0.62 0.34 0.74 0.08 0.55


2 3.39 4.80 2.32 0.46 0.37 0.48 0.20 0.80
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(SL) was 0.211 g H2O gÿ1. Below SL the speci®c


volume of Soil 1 was roughly constant at around


0.628 cm3 gÿ1, which correspond to a pore volume


of 0.243 cm3 gÿ1 and total porosity of 40%, v/v. Soil 2


shrunk steadily, so SL was not detectable. By extra-


polating the linear regression equation obtained from


points below the air entry point, a dry speci®c volume


of 0.663 cm3 gÿ1, was obtained for soil 2, which


corresponds to a pore volume of 0.289 cm3 gÿ1 and


total porosity of 44%, v/v.


Mercury intrusion porosimetry. Fig. 2 shows the


pore-volume distribution curve and the cumulative


pore-volume curve that were derived from the mer-


cury intrusion porosimetry experiments. Maximum


pore volumes (Vt) were 0.236 and 0.268 cm3 gÿ1


for Soils 1 and 2, respectively. The close similarity


between these values and those calculated above from


the particle and bulk densities of the dry soils suggests


that the mercury has penetrated most of the pores


present in the aggregates.


The pore-volume distribution curve for Soil 1 shows


a plateau in the pore-diameter interval 3±0.03 mm,


re¯ecting the predominance of lacunar or soil-matrix


porosity in this soil (79% of Vt), which comprises


pores of equivalent diameter >0.05 mm (FieÁs and


Stengel, 1981). The remaining porosity is largely


due to the organization of the clay fraction (equivalent


pore diameter <0.05 mm). In contrast, Soil 2 has a


narrower modal pore-volume distribution character-


ized by a maximum at pore-diameter 0.7 mm, which


is again attributable to a lacunar porosity, but this


time accompanied by a much reduced porosity due


to the clay fraction. The macroporosity (pores


>15 mm) of the 2±3 mm aggregates was very low in


both soils.


Moisture characteristic curves. The water retention


at various matric potentials is shown in Fig. 3. Varia-


tion coef®cients (cv) were <3%. The equation of van


Genuchten (1980) has been ®tted to experimental data


(Fig. 3). Soil 1 has a gradual slope, which indicates a


wide dispersion of pore sizes. In contrast, the curve for


Soil 2 has a steep slope between 0.1 and 1 MPa applied


suction, which range roughly corresponds to the


equivalent spherical diameter interval (3±0.3 mm)


for capillary-size pores. The modal pore diameter, d


was calculated for the applied pressure at the maxima


of the ®tted curves representing the speci®c or differ-


ential water capacity (the rate of change of moisture


content with suction, dW/dS). For Soil 1, this max-


imum is poorly de®ned and roughly corresponds to a


pore diameter around 2 mm, while for Soil 2 the most


frequent pore diameter was around 1 mm. For Soil 1,


the distribution of pore volumes for pores with dia-


meter >2 mm (the value of d at the highest applied


suction, 1.5 MPa) corresponds closely to that obtained


by mercury porosimetry (Fig. 2), whereas for Soil 2


the correspondence was poor, especially in the dia-


meter interval 0.6±0.3 mm.


At the suctions generally considered to correspond


to soil at ®eld capacity and at its permanent wilting


point (ÿ0.005 and ÿ1.5 MPa, respectively), the soil


moisture contents were 0.280 and 0.158 g H2O gÿ1,


respectively, for Soil 1, and 0.336 and 0.135 g H2O


gÿ1, respectively, for Soil 2. The differences of these


values affords available water-holding capacities for


these soils of 0.122 g H2O gÿ1 for Soil 1 and 0.201 g


H2O gÿ1 for Soil 2. It is noteworthy that for both soils


the moisture content at a suction of 0.005 MPa is


roughly equal to that at the air entry point in the


shrinkage curves.


Fig. 1. Shrinkage curves showing the air entry points (AE) and


shrinkage limits (SL) for the 2±3 mm aggregate size fraction of


Soils 1 and 2.
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Fig. 2. Cumulative pore-volume curves (� � �) and pore-volume distributions (ÐÐÐ) as determined by mercury intrusion porosimetry. Stars


represent pore volume and pore diameter obtained from moisture characteristic curves.


Fig. 3. van Genuchten model fit to moisture retention data, and specific water capacity curves.
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3.2.2. Structural stability


Textural tensile strength (Fig. 4). The experimental


TTS data were ®tted by the normal and lognormal


probability density functions. The best ®t was given by


the normal function (p�0.01). Therefore, arithmetic


mean was used for comparison of TTS data from soil 1


and 2. Mean TTS values from the two soils differed


signi®cantly (p�0.002), ranging from 1.7�102 to 8.9�
102 kPa, with mean 4.4�102 kPa and cv% 34.8, for


Soil 1, and from 1.3�102 to 11.5�102 kPa, with mean


3.7�102 kPa and cv% 34.1, for Soil 2.


HeÂnin and Monnier (1956) structural stability test.


This test indicated that Soil 1 contains a higher


proportion of stable aggregates than Soil 2, which


difference is particularly evident for the benzene-


treated aggregates (Agb in Table 3). A large value


of Agb is considered an indicator of the importance of


organic matter in soil aggregation, so here OM seems


to be an important aggregant in Soil 1. The instability


indices (Is) for Soils 1 and 2 were 0.5 and 1.1,


respectively, where values lie at the lower end of


the range (0.1±100) de®ned by the majority of the


European soils for which this index has been deter-


mined. These soils therefore appear to be stable, in a


European context, Soil 1 being classi®ed as very stable


(log 10.Is<1; see Monnier et al., 1982), and Soil 2 as


stable (log 10.Is 1±1.3). These soils should therefore


not be susceptible to erosion, compaction, surface


crusting, etc. Notwithstanding, since, in the ®eld, Soil


2 does show some evidence of instability, undergoing


surface crusting following heavy rain, some quali®ca-


tion of the above classi®cation may be admissible.


Simulated rainfall. Under simulated rainfall, Soil 1


lost 10.8 g of soil mÿ2 minÿ1, and Soil 2 lost 24.3 g of


soil mÿ2 minÿ1. In comparison with the soil losses


obtained for other soils from Galicia subjected to


Fig. 4. Frequency distribution for the textural tensile strength (TTS) of one-hundred 2±3 mm, rounded aggregates of Soil 1 and Soil 2.


Table 3


HeÂnin and Monnier's structural stability test (HM test) (Ag, Aga, Agb (%, w/w) and the instability index, Is), soil losses under simulated


rainfall (SR test), and mean (n�100) aggregate textural tensile strength (TTS)


HM test SR test TTS


Soil
Ag Aga Agb Is


(g mÿ2 minÿ1) (kPa)


1 66.9 73.1 41.6 0.5 10.8 4.4�102


2 26.1 45.4 18.7 1.1 24.3 3.7�102
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similar rainfall conditions (Benito and DõÂaz-Fierros,


1989; Barral et al., 1992), these losses were low for


Soil 1 and high for Soil 2.


Soil dispersion. The PSDs for the 2±3 mm aggre-


gates subjected to various dispersive treatments are


included in Table 4. In water, the aggregates disin-


tegrated extensively, especially in the case of Soil 2.


Nonetheless, dispersion of the clay fraction was


greater in the presence of 10% (v/v) sodium hexam-


etaphosphate/sodium carbonate solution (HMPC), and


even greater for the aqueous solution subjected to


ultrasound (US). The latter treatment markedly


decreased the fractions of all particles >0.2 mm in


Soil 1 and of all particles >0.05 mm in Soil 2, while


HMPC was generally a less effective dispersant, par-


ticularly as regards the coarser (2±3 mm) particles,


although it decreased the fraction of silt-sized (0.002±


0.05 mm) particles more than ultrasound in the case of


Soil 2.


On the basis of the assumption that dispersion is


maximized in HMPC, the difference of the proportion


of clay dispersed in HMPC and that dispersed in water


(ACa) is frequently used as an indicator of micro-


aggregate stability (USDA, 1954). Since, in the pre-


sent work, dispersion is greatest in the samples treated


with ultrasound, in addition to ACa we also calculated


the differences of the proportions of clay-sized parti-


cles in water and water subjected to ultrasound (ACb)


(Fig. 5). Both differences, but particularly ACb, were


greater for Soil 1 than for Soil 2, indicating that a


greater proportion of the clay in this soil is forming


stable aggregates.


Selective extraction. The contents in organic matter,


iron (Fedcb) and Al (Aldcb) of the various particle size


fractions of the 2±3 mm aggregates are listed in


Table 5. In Soil 1, the OM and Fe were most con-


centrated (column a) in the clay�silt fractions


(<0.05 mm), whereas in Soil 2, they were more con-


centrated in the clay fraction (<0.002 mm). In both


soils, Al contents were much lower than those of Fe;


Al was most concentrated in the clay fraction. The


columns b in Table 5 list the product of the concen-


tration in columns a and the relative mass of each


fraction (in mg gÿ1). The fraction contributing the


largest amount of OM to the aggregates was the silt


fraction (0.05±0.002 mm), as was the case for the Fe


for soil 1, whereas the clay fraction contributes the


largest amount of Fe to the aggregates of soil 2.


Table 4


Particle size distributions (PSD, %, w/w) for 2±3 mm aggregates dispersed (a) in water, (b) in water with ultrasound, and (c) in HMPC; and


PSD for 2±3 mm aggregates dispersed in HMPC after (d) H2O2-oxidation, (e) H2O2-oxidation and o-extraction, or (f) H2O2-oxidation and dcb-


extraction


Soil 1 2


Treatment
a b c da ea fb a b c da ea fb


3±2 mm 25.7 20.1 24.6 22.3 22.0 17.8 7.5 5.1 9.0 7.9 6.2 8.5


2±0.2 mm 20.8 12.8 14.8 14.0 13.8 17.5 6.7 4.0 5.5 7.0 6.7 7.6


0.2±0.05 mm 13.7 13.5 13.6 14.1 14.1 14.5 16.7 12.7 13.3 13.2 13.4 12.3


0.05±0.002 mm 33.2 31.0 33.3 29.5 25.0 25.8 64.1 65.2 60.9 51.0 52.2 47.9


<0.002 mm 6.3 22.4 13.6 20.1 25.1 24.4 4.8 12.8 11.0 20.8 21.5 23.6


a Particle size data corrected for organic matter lost through oxidation.
b Particle size data corrected for organic matter and iron (as Fe2O3) lost through oxidation and extraction, respectively.


Fig. 5. Comparison of various indicators of microaggregate


stability for the two soils: ACa�(clay dispersed in HMPC)ÿ(clay


dispersed in water); ACb�(clay dispersed in water with ultra-


sound)ÿ(clay dispersed in water).
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Table 5 includes the corrected particle size distri-


butions for the untreated and variously treated aggre-


gates dispersed in HMPC. For both soils, oxidation of


the organic matter caused a roughly two-fold increase


in the fraction of clay-sized particles, mainly at the


expense of the silt-sized fraction (0.002±0.05 mm)


and, to a lesser extent, the 2±3 mm fraction. Extraction


of H2O2-oxidized Soil 1 with oxalic acid±ammonium


oxalate further increased the fraction of clay-sized


particles, mainly at the expense of the silt-sized frac-


tion, whereas extraction with dithionite-citrate-bicar-


bonate apparently caused fragmentation of 2±3 mm


particles into 0.2±2 mm particles, since the corre-


sponding fractions decreased and increased, respec-


tively. Extraction of H2O2-oxidized Soil 2 with oxalic


acid±ammonium oxalate caused slight fragmentation


of the 2±3 mm particles apparently into clay- and silt-


sized particles, whereas extraction with dithionite-


citrate-bicarbonate increased the fraction of clay-sized


particles at the expense of the silt-sized fraction.


4. Discussion


Diverse physical and mechanical properties of soil,


such as its available water-holding capacity and its


tensile strength, depend on its porosity. In this work,


Soil 1 had slightly lower total porosity, and a wider


pore size distribution than Soil 2, regardless of the


method used to estimate the pore volume. Mercury


intrusion porosimetry gave the lowest values (0.236


and 0.268 cm3 gÿ1 for Soils 1 and 2, respectively),


which is probably an effect of the abrasive rounding


process used to obtain the aggregates used in the


porosimetry experiments. Somewhat higher, similar


pore volumes are suggested both by the speci®c


volume and the moisture content at the air entry point


in the shrinkage curves (0.292 and 0.335 cm3 gÿ1 for


Soils 1 and 2, respectively), and by the soil moisture


content at ®eld capacity deduced from the moisture


characteristic curve (0.280 and 0.336 g H2O gÿ1 for


Soil 1 and Soil 2, respectively). In both these methods,


a water-saturated sample is progressively desaturated


until, at the air entry point or at the suction


(0.005 MPa) corresponding to ®eld capacity, only


intra-aggregate pores are water-®lled. If a soil


swells/shrinks signi®cantly upon wetting/drying, its


porosity and pore-size distribution may vary consid-


erably with moisture content. In this work, such


variations were probably small, however, because


aggregate shrinkage upon drying was slight, as was


evidenced by the close similarity between the pore


volumes of dry and water-saturated aggregates from


both soils (Fig. 1).


Soil porosity is the result of the reorganization of


soil particles to form aggregates. Nevertheless, a high


porosity can reduce aggregate stability to water and to


mechanical stress. Soils with a large porous volume


generally contain friable aggregates, in keeping with


which Soil 2 had signi®cantly lower textural tensile


strength (TTS) than Soil 1, which was also the least


porous of the two soils. GueÂrif (1988b) has shown that


Table 5


Organic matter (OM) content of untreated 2±3 mm aggregates, and contents in dithionite-citrate-bicarbonate extractable iron (Fedcb) and


aluminium (Aldcb) of H2O2-oxidized 2±3 mm aggregates. (a) Concentrations in each fraction, in mg per g; (b) contribution from each fraction


to aggregate composition, in mg per g


Soil 3±2 mm 2±0.2 mm 0.2±0.05 mm 0.05±0.002 mm <0.002 mm


a b a b a b a b a b


1


OM 11.9 2.9 22.7 3.4 29.3 4.0 50.8 16.9 45.8 6.2


Fe 38.0 8.5 75.7 10.6 37.9 5.3 77.9 23.0 83.7 16.8


Al 1.5 0.3 4.2 0.6 2.2 0.3 9.4 2.8 13.0 2.6


2


OM 1.4 0.1 16.2 0.9 21.2 2.8 29.0 17.7 46.7 5.1


Fe 20.7 1.6 18.9 1.3 8.9 1.2 13.7 7.0 57.8 12.0


Al <1 <0.1 <1 <0.1 <1 <0.1 1.3 0.7 8.0 1.7
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mean TTS correlates negatively with lacunar porosity


and positively with clay content, while variations in


organic matter content barely affect it except in soils


with an OM/clay ratio >0.09, for which the dispersion


of the distribution rather than its mean TTS is most


affected. Notwithstanding, the TTS obtained here was


lower than that expected for the corresponding clay


content on the basis of GueÂrif's (1988b) correlation,


which was possibly due to the very high OM/clay


ratios in the soils studied (0.20 for Soil 1 and 0.16 for


Soil 2).


The results of the experiments examining the sta-


bility to water of aggregates (simulated rainfall, HeÂnin


and Monnier's test) also indicated that Soil 1 com-


prised stabler aggregates. This stability is attributed to


the high organic matter and iron contents of Soil 1.


The importance of organic matter as an aggregating


substance in the soils was evidenced by an increase in


the proportion of clay-sized particles in both soils after


H2O2-oxidation, and the fact that Agb (the proportion


of stable aggregates remaining after treatment with


benzene) was greater for Soil 1, which contains more


organic matter than Soil 2. Iron appears also to be an


important aggregant, particularly in Soil 1, which


contained more of this metal than Soil 2 (Tables 1


and 2). Speci®cally, amorphous iron (extractable in


oxalic acid±ammonium oxalate) is implicated,


together with organic matter, in the formation, from


clay soil particles, of silt-sized pseudoparticles, while


the crystalline iron forms favour formation of coarser


particles. The importance of iron as an aggregant in


Soil 1 would account for the greater dispersion of this


soil by ultrasound as compared to HMPC, which acts


by increasing the negative charge of clay silicates and


organic matter. This behaviour is typical of soils with


high oxide contents. In Soil 2, Fe seems to be a less


important aggregant than OM, and thus HMPC has a


greater dispersant effect than US on this soil.


5. Conclusions


In the conditions of this study, aggregate porosities


obtained by mercury intrusion porosimetry, and those


estimated from moisture characteristic curves and


shrinkage curves were similar.


Soil 1, with lower porosity, had a higher proportion


of stable aggregates than the more porous Soil 2.


Organic matter and amorphous and crystalline iron


oxides are implicated in the formation of aggregates


from ®ner elemental particles. The greater stability of


Soil 1 was attributed to its higher content in Fe and


organic matter.
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Physical Theory for Capillary Flow Phenomena 


Eo E. MILLER, Department of Pllysics, and Physics-Consultant, AgrlctdtltraJ Experiment Station, 
University of Wisconsit~, Madison, Wisconsin 


AND 


R. D. MILLER, Department of Agronomy, Cornell University, Ithaca, New York 
(Received August 8, 1955; revised version received December 1, 1955) 


From the assumptiox: that the microscopic behavior of the liquid in an unsaturated porous medium is 
controlled by the phYSlcallaws of surface tension and viscous flow, differential equations governing the 
macrosc:opic flow it; su~h a .medium ar: deduced. ~o sp~cial pore-shape assumptions are required, but one 
topolOgIcal approXImatlOn IS needed; I.e., that neither Isolated drops nor isolated bubbles occur. Several 
nonessential simplifying assumptions are used; i.e., that the macroscopic properties of the medium the 
character of the liquid, and the pressure of the gas are independent of position, time, and direction.' The 
macroscopic equations are obtained in a fully reduced form, permitting comparison between two media­
or between two flow systems-that differ only by scaling factors. 


A no:vel feature of this calculation is its prediction that the liquid-transmission and liquid-capacity 
proper~es of :m unsaturated me?ium will exhi~it hysteresis in their dependences upon tile liquid-gas pres­
sure dlfferentlai, p. The properties of the medium depend upon the pressure history but are invariant to 
monotonic time-scale distortions of that history. Such time-invariant functionals have been termed by the 
authors "hysteresis functions," symbolized by the subscript, H, e.g. FH(P). Although methods for measuring 
an~ ~escribin~ the char:,-cteristics of sl.'ecific "h~steresis functions" have not yet been developed, the general 
vabdlty of thiS analysIs can be studIed expenmentally bv testing predictions that are contained in the 
reduced variables. . -


I. INTRODUCTION 


T HE general question of movement of fluids 
within porous media shares with several other 


fields of applied physics an interest in methods for 
attacking problems which, though understood in prin~ 
ciple, are extremely complicated in practice. The 
present paper develops a method of attack upon such a 
problem. 


The simplest type of porous flow problem deals with 
"saturated" media in which all of the pores are com­
pletely filled with one homogeneous liquid. For such 
cases Henry Darcy discovered in 1856 an empirical 
proportionality between macroscopic flow rate and 
driving force.l By adding a conservation-of-matter 
condition to Darcy's law written in differential form, 
Charles Schlichter in 1899 obtained an equation 
identical in form with the heat flow equation.2 This has 
since formed the basis for the successful development of 
saturated flow technology. 


When insufficient liquid is present to fill all of the 
pores, so that gas or vapor fills the remaining space, the 
medium is said to be "unsaturated," or the flow is 
described as "capillary flow." So long as the liquid 
"wets" the solid, the pressure within the liquid-filled 
portion of an unsaturated medium must be less than 
that in the gas filled portions. This pressure deficit is 
directly connected with the surface tension and curva­
ture existing on liquid-gas interfaces within the medium. 
Obviously the average liquid content and the number 
and size of channels available for flow are related to 


1 Henry Darcy, Les Fontaines Publique de la Ville de Dijon 
(Dalmont, Paris, 1856), 570 pp. 


2 Charles S. Slichter, Ann. Rept. U. S. Geol. Surv 19.11 295 
(1899). . , 


this pressure deficit in some complicated fashion. As a 
result, the analysis of unsaturated flow behavior is 
much more difficult than the analysis of saturated flow. 
To make matters worse, capillary flow behavior is 
characterized by hysteresis effects which are far from 
negligible, sometimes amounting to a factor of 30.3 


In spite of these basic difficulties, progress to date in 
capillary flow analysis has been quite respectable. 
During the first quarter of the twentieth century many 
of the qualitative properties of capillary flow were 
mapped out, and some success was achieved in describ­
ing the unsaturated behavior of regularly packed assem­
blages of uniform spheres by means of surface-tension 
calculations. At the beginning of the second quarter of 
the century key work both in theory and in experimental 
methods was initiated by L. A. Richards. In 1931 
Richards proposed4 that Slichter's heat-flow type of 
equation be further generalized for capillary flow by 
writing the liquid content and the permeability as 
unspecified and independent functions of the pressure 
deficit. This proposal, with miscellaneous changes of 
variable, has formed the starting point for much of the 
subsequent work with unsaturated media. Its only 
noticeable limitation to date seems to be its failure to 
deal with hysteresis effects. 


In an actual porous medium the shapes of the solid 
particles and of the pores between them are virtually 
endless in variety and complexity. For saturated flow 
problems this complexity reduces to a single macro­
scopic number (permeability) which fully characterizes 
a homogeneous and isotropic medium. For unsaturated 
flow, more of the microscopic complexity remains after 


~ H. R. Christensen, Soil Sci. 57,381 (1943). 
• L. A. Richards, Physics 1,318 (1931). 
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one takes a macroscopic viewpoint; nevertheless the 
macroscopic description of a medium must still be 
enormously simpler than its microscopic description. 
Whereas Richards' proposal empirically encompasses 
this added complexity within two independent functions 
the present work starts directly from a physical assump­
tion and from this obtains an equation identical with 
that of Richards except that the two functions have 
become somewhat more complex "functionals" which 
can display hysteresis effects. The physical assumption 
mentioned is simply that the behavior of the liquid 
within the pores of the medium will be governed by the 
classical laws of surface tension and viscous flow. 


The analytical method employed is to examine the 
general properties of the two differential equations and 
of their solutions-properties which must hold true 
regardless of pore shapes-and then to transform these 
general properties into macroscopic form. The first step 
in this process is to show that the solutions of the surface 
tension equation can be expected to exhibit a discrete 
or finite multiplicity. When converted into macroscopic 
terms this multiplicity dictates the particular type of 
functional required. Thereafter the various similitude 
properties or scaling factors of the two differential 
equations are projected to the macroscopic level to ob­
tain a generalized form of Darcy's law with a complete 
set of reduced variables. 


Throughout the discussion a clear distinction between 
microscopic and macroscopic points of view is required. 
In the microscopic viewpoint, interface shapes and flow 
patterns within individual pores are considered, the 
differential elements employed being small relative to 
the pore sizes. In the macroscopic viewpoint the 
situation is reversed; each macroscopic differential 
element must contain a sufficient number of pores that 
its pertinent properties-liquid content, effective flow 
velocity, permeability, etc.-can be suitably described 
by statistical averages over many pores. Clearly the 
range of applicability of such an analysis is thereby 
limited: pore sizes must not approach too closely to 
molecular dimensions on the one hand, or to the size of 
the entire flow system on the other. Just how restrictive 
these limitations may be is a question best explored by 
experiment, but it seems likely that this approach may 
be applicable to many of the flow systems of practical 
interest with media containing particle sizes in the sand 
and coarse silt ranges. 


Basic Assumptions 


Several assumptions beyond the essential one men­
tioned above have been added for convenience; these 
could presumably have been avoided by a more general 
formulation in terms of time-and-position dependent 
tensors. In addition, a general topological approxima­
tion has been required. Available evidence gives some 
reason to expect that this approximation is good except 
near saturation on a wetting cycle. The assumptions 
and approximation follow: 


1. Properties of the Porous Framework 


The geometric properties of the solid material con­
stituting tbe porous medium, when described macro­
scopically, are assumed to be independent of position, 
orientation, and time; i.e., the medium is assumed to be 
homogeneous, isotropic, and permanent. 


2. Properties of the Liquid 


The liquid is assumed to be uniform in its surface 
tension, contact angle, density, and viscosity through­
out every portion of a given flow system. At all points 
it obeys the classical laws of surface tension and viscous 
flow. 


3. Properties of the Gas 


The absolute pressure of the gas is assumed to be 
constant throughout a given flow system. (This simpli­
fication avoids the nuisance of introducing more than 
one definition of liquid pressure into the analysis, and it 
is compatible with many of the problems of practical 
interest.) 


4. P hase-C onnectivity Approximation 


It is assumed that all liquid portions are connected 
together, i.e., that no isolated drops exist; and also that 
all gas portions are connected, i.e., that no isolated 
bubbles exist. 


II. CHARACTERISTIC BEHAVIOR OF GAS-LIQUID 
INTERFACES 


The detailed microscopic geometry of the liquid-filled 
space must be known if one is to calculate flow patterns 
within the liquid. This "microscopic liquid geometry," 
as we shall call it, is determined by the shapes and 
positions of the gas-liquid interfaces within the pores. 
General properties of the shapes of these interfaces will 
therefore be expected to have their counterparts in 
general properties of macroscopic flow. 


Multiplicity of Solutions of Surface-Tension 
Equation 


The interface geometry within a given medium de­
pends upon three fixed factors, the pore geometry, the 
surface tension, and the contact angle; and upon one 
variable factor, the pressure in the liquid relative to the 
(constant) gas pressure. This relative pressure will 
hereafter be called "pressure" or "p" to fit the common 
usage of physics and hydrodynamics. 


The classical differential equation obtained by 
balancing the force due to pressure against the combina­
tion of surface curvature and surface tension is 


2/rm =p/u. (1) 


In this equation, u is the surface tension (taken positive) 
and l/rm is a surface-curvature property which is known 
to mathematicians as the mean curvature (taken 
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GRADUAL EMPTYING 


1 ... " .. ~. '""" """" 1 
GRADUAL FILLING 


FIG. 1. The shape of the gas-liquid interface is det~rmine.d not 
only by the differential pressure but also by the prevIOus history 
of this pressure. 


negative for interface concave on gas side).* The 
boundary condition for this equation specifies t~e 
"contact angle" at points of contact between the solId 
particle and the interface. Although derivati".es do ~ot 
appear in it explicitly, (1) is actually a dlflerenttal 
equation. For a small patch of surface around the con­
tact point of a tangent plane, 2/rm approaches .'72s, s 
being the distance between plane and surface. Smce p 
and IT are microscopically constant, (1) reduces to the 
two-dimensional Poisson equation, Y'2s= constant, in 
the neighborhood of the tangent point. This a~proxi­
mation applies to all possible tangent planes m the 
vicinities of their tangent points, so the complete 
surface-tension equation may be regarded as a "curled 
up" generalization of the two-dimensional Poisson 
equation. The existence and uniqueness properties of 
solutions of the Poisson equation are well known, but 
when the equation is "curled up" its uniqueness prop­
erty is modified. To prove this contention it is sufficient 
to exhibit a case in which two simultaneous solutions are 
possible. This is done qualitatively in Fig. 1. Although 
the general .behavior of the Poisson equation is pre­
served, additional solution possibilities are made 
accessible by the "curling up" process, and by the 
contact-angle boundary condition which allows the 
interface to adjust its position by sliding along solid 
surfaces. For an actual medium the complexity of the 
pore geometry will make possible a large number of 
solutions of the surface tension equation at a given 


* The mean curvature is the algebraic average of the curvatures 
of the two curves on which the surface cuts two mutually-per­
pendicular planes containing its normal. 


pressure, suface tension, and contact angle. Neverthe­
less the behavior of the "uncurled" Poisson equation 
gives assurance that these will norma~ly be. finite .in 
number, that is, that each stable solutIOn will be dIS­
crete and definite. 


Hysteresis Due to Multiplicity of Solutions 


Over a continuous range of pressure, a surface shape 
which satisfies Poisson's equation will normally vary in 
a continuous manner with pressure. The same general 
behavior may also be expected from anyone solution of 
the surface-tension equation. However it can be demon­
strated by an example (Fig. 1) that the multiplicity of 
solutions will not necessarily be constant over the given 
pressure range. At a certain value of pressure a given 
solution may reach a condition of unstable equilibrium; 
beyond this pressure the given solution will not eXi.st. 
Physically, if one were to vary the pressure slowly WIth 
time until the solution which was initially in existence 
reached its end point, the interface would have no 
choice but to "cross over" discontinuously to another 
solution possible at that pressure. The question of which 
solution would be chosen need not be considered so long 
as one is willing to admit that the process would be 
physically deterministic. If this is admitted, then each 
solution end point may be associated with a definite 
cross over to another solution. The simplest possible 
case, i.e., two solutions which cross over to each other 
at their end points, is shown in Fig. 1. 


In three-dimensional space one could, in principle, 
construct a model showing simultaneously each of the 
possible stable solutions for the interface surface at one 
pressure. If a fourth dimension were available to 
represent pressure, this model could be extended to 
describe all stable solutions for all pressures in the 
prescribed range, and to show at each sol.ution. end 
point the proper cross over. Such a four-dImenSIOnal 
model could be used as a "system-map" to follow out 
any prescribed (continuous) sequence of pressure 
changes so that starting with a given initial solution 
of the equation one could determine unambiguously 
the shape which would represent the interface at the 
end of the sequence. 


Quantitative deductions made from such a model 
should agree with the behavior of the corresponding 
physical system provided that the surface tension 
equation is obeyed by the physical interface, and 
provided that the bursts of localized flow following each 
discontinuous cross over to another solution subside 
rapidly enough that they have no significant effect on 
subsequent cross overs. The topological connectivity 
approximation described earlier is associated with the 
first of these provisions because the pressure differential 
across the interface of an isolated drop or bubble might 
differ from that across the continuous interface. The 
second provision can always be met if changes of pres­
sure are sufficiently slow. In most cases of practical 
interest, the pores are so small that the readjustment 
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time following a discontinuous jump of the interface 
must be measured in tenths of a second, while the time 
for a significant pressure change is measured in minutes 
or even in days. For such cases the rates of change are 
undoubtedly slow enough to satisfy the second require­
ment. 


The important conclusion of this discussion can now 
be drawn, subject only to the foregoing limitations. As 
the pressure is changed until the end-point pressure for 
the existing interface shape is attained, the indicated 
cross over will occur just as this pressure is reached, 
regardless of the time rate at which it was approached. 
Thus, starting from a given condition and proceeding 
through any specified (continuous) sequence of pressure 
changes, the final interface shape will depend on the 
initial conditions and on the pressure sequence, but not 
on the time required for going through the various 
portions of this sequence. 


This independence of rate means that monotonic 
distortions of the time scale will have no effect. The 
behavior can be described as a time-scale invariant 
dependence. Since the dependence is on pressure history 
rather than on pressure alone, the interface shape must 
be described as a "functional" rather than a "function" 
of pressure. The authors have coined for such a "time­
scale invariant functional" the slightly incorrect-but 
shorter-term "hysteresis function." A subscript H is 
used to distinguish such hysteresis functions from true 
functions, thus: FH(P), Since the interface shape 
determines the microscopic liquid geometry, which in 
turn determines such macroscopic properties as liquid 
content and permeability, the latter must all reflect the 
characteristic pressure dependence of the former, i.e., 
they must be hysteresis functions of the pressure. 


Individual jumps of interface position have been 
observed experimentally by Haines5 using extremely 
coarse media; macroscopically such jumps are by 
definition too small and numerous to be observed indi­
vidually but their combined effect remains in the form 
of hysteresis. The preceding discussion has indicated 
that the general mathematical property of this macro­
scopic hysteresis should be that of a time-scale invariant 
functional of pressure. 


m. MACROSCOPIC EQUATIOtfS OF FLOW 


Before we can capitalize on the preceding section by 
writing various macroscopic properties as hysteresis 
functions of pressure, it is necessary first to define these 
properties in terms of the basic assumptions of this 
discussion. In particular, the permeability concept must 
first be deduced from the scaling properties of the 
viscous-flow equation. 


Darcy's Law from Viscous-Flow Similitude 


The Navier-Stokes equation of hydrodynamics 
specialized to viscous flow conditions can be written 


(f-vp')='I1V2v', (2) 


'W. B. Haines, J. Agr. Sci. 20, 7, 283 (1930). 


where f represents body forces (gravity, centrifugal 
force, etc.) per unit volume of liquid, '11 is the liquid 
viscosity, and v'is the flow velocity of the liquid. The 
primes denote a microscopic viewpoint, the equation 
being applied to the flow patterns within the individual 
pores and channels of the medium. The boundary condi­
tion is taken to be v'~ at all solid surfaces or gas­
liquid interfaces. t 


Let us now focus attention upon a macroscopic 
differential element within a given capillary flow system. 
If the microscopic flow pattern within the pores is 
described a t a given time by v l' (r'), Pl' (I') where I' is the 
microscopic position vector, this pattern must every­
where satisfy (2) and its boundary condition. 


Now let a second flow pattern, V'J.'(I'), p'/(I') be 
constructed in such a way that v/(r')=hvl'(I') and 
(f2-vP2'(I'»)=h(f1-vp/(I'».t This second pattern 
will satisfy (2) since on substitution, h cancels out. It 
will also satisfy the boundary condition since hv'~O 
wherever v'~. 


From these microscopic patterns we can calculate the 
corresponding macroscopic quantities vp and v, once 
an averaging process is defined. By choosing to average 
both P and v over a macroscopic nearly-plane element 
of area, the conventions of previous capillary flow work 
are not disturbed; the normal component of v becomes 
the volume rate of flow per unit area, while Vp becomes 
the conventional gradient-defining integral applied to 
p' over the dosed surface of a macroscopic volume 
element. 


Now since the microscopic ratio of va' to VI' is the 
constant h, this constant can be factored out of the 
integral used in obtaining V'l., whereupon the macro­
scopic ratio of V2 to VI reduces to h. Likewise the ratio 
of macroscopic driving forces is equal to the corre­
sponding microscopic ratio (after taking account of local 
perturbations in p'), i.e., (f2- Vp2)/(f1- VPl) =h. Note 
that the only restriction which was made initially upon 
h or f2 was that the driving force in the second case be 
h times that in the first. It bas thus been demonstrated 
that for any macroscopic driving force parallel to that 
taken for the first case, other detailed solutions to the 
viscous flow equation can be found in which the macro­
scopic flow velocity is parallel to VI and equal in magni­
tude to IVII times the ratio of the magnitUdes of the 
driving forces. 


The velocity has not been shown to be in the same 
direction as the driving force. However if these two 
vectors are not parallel, the discrepancy represents a 


f It is well known that small bubbles rising through liquids 
obey Stoke's law, acting as though their skins were rigid; if their 
surfaces were hydrodynamically "free" to move they should rise 
50% faster. This observed rigidity is understandable as a surface 
energy manifestation. 


t To avoid changing the microscopic liquid geometry, the aver· 
age macroscopic pressure must be the same in both cases. Further, 
the difference between this value and p' anywhere within the ele­
ment must be kept small. However f and the macroscopic Vp may 
differ both in magnitude and direction from their values in the 
first case. 
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directional property of the medium which violates the 
initial assumption of macroscopic isotropy. For exactly 
the same reason the macroscopic ratio of velocity to 
driving force must also be independent of the initial flow 
direction, VI. This ratio is then a simple scalar constant 
which serves to measure the permeability property of 
the medium. By convention this constant is symbolized 
"K" and called the "capillary conductivity," the term 
"permeability" being reserved for K/'Y/. This propor­
tionality between velocity and driving force is Darcy's 
law in differential form. The macroscopic constant K, 
clearly depends upon-and in principle could be cal­
culated from-the microscopic liquid geometry of the 
medium. Therefore it must have the same type of pres­
sure dependence as this geometry, i.e. it must be a 
hysteresis function of p, KH(p). Darcy's law has there­
fore been obtained in the form 


(3) 


Conservation of Matter Condition 


The most direct and convenient way of defining 
liquid content for the purposes of this discussion is in 
terms of "volume fraction" of liquid, i.e., as the volume 
of liquid per unit of total volume (gas, liquid, and solid). 
This fraction will be given the symbol F; it is obviously 
dimensionless and is always eonsiderably less than 
unity. At saturation it equals the fractional void space 
of the medium. Since F is calculable directly from the 
microscopic liquid geometry, it too must be a hysteresis­
function of pressure, symbolized as FH(p). 


If we integrate the normal (outward) component of V 


over a closed surface surrounding a macroscopic region, 
we obtain the net volume rate at which liquid is flowing 
out of this region. Since liquids are for our purposes 
incompressible, the net out-flow must be balanced by 
the rate of decrease of the volume integral of F over the 
region. This integrated conservation of matter condition 
is mathematically equivalent to the differential con­
dition, 


divv= _ aF = _ dFH(p)(ap). (4) 
at dp at 


When V is eliminated from the two foregoing equa­
tions, (3) and (4), a combined equation analogous to 
that of Richards is obtained. This combined equation is 
discussed in Appendix I. Partial solutions of this equa­
tion for three gravity-free special cases are derived in 
Appendix II. 


IV. REDUCED VARIABLES 


In addition to the velocity similitude of the viscous 
flow law which has just been used to obtain Darcy's law, 
other scaling properties of this law and of the surface 
tension law are available which can be projected to the 
macroscopic level. The Darcy-law velocity scaling was 
concerned with quantities which describe the macro-


scopic flow state within a system while the remaining 
scale factors will concern quantities which characterize 
entire flow systems regardless of their flow states. These 
quantities-which will be called "system parameters" 
to distinguish them from the "variables," p, v, r, t­
are viscosity, surface tension, contact angle, one micro­
scopic and one macroscopic characteristic length, and 
the body force [which, in general, is a permanent 
macroscopic force field, fer)]. 


Because of the occurrence of two distinct lengths 
among these system parameters a straightforward 
application of dimensional analysis does not suffice to 
disentangle the scaling factors. It is necessary to proceed 
a step at a time to extract the information directly from 
the two microscopic equations. The general plan is to 
replace the various quantities entering the Darcy and 
continuity equations, (3) and (4), by corresponding 
reduced quantities which contain combinations of sys­
tem parameters with no more than one variable. The 
combinations are so arranged that any two systems for 
which the reduced medium-properties and the reduced 
macroscopic boundary conditions are identical must 
necessarily exhibit identical reduced flow behavior. 
Such reduced-variable groupings will be indicated by 
curly brackets. 


"Similar" Microscopic Geometries; Microscopic 
Characteristic Length, J.. 


Because of the linearity of the two microscopic equa­
tions, it is possible to obtain detailed similitude of 
interface shapes and of microscopic flow patterns be­
tween two media whose solid geometries differ only by 
a constant magnifying factor. Two such media will be 
called "similar" media, by analogy to the familiar term 
"similar" triangles. (Henceforth the word "similar" 
will be italicized to give it this special meaning.) When 
the interface geometries are also similar, the two media 
will be said to be "in similar states." A pair of similar 
media in similar states is illustrated in Fig. 2. When each 
of these geometries is "reduced" i.e., expressed in terms 
of a characteristic length, >., (see Fig. 2) the resulting 
reduced geometries are identical. 


In practice, the occurrence of detailed similarity 
throughout the microscopic geometries of two media 


FIG. 2. Illustration of two "similar media" in "similar states." 
Note that the two characteristic lengths, AI and A2, connect corre­
sponding points in the two media. 
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has zero probability. We might argue that since the 
property will only be employed to obtain macroscopic 
results, a statistically equivalent criterion should serve 
equally well. However, this substitution appears merely 
to transfer our position to the other horn of a dilemma 
-the problem of stating such a statistical criterion in 
geometric terms is hopelessly complicated. Fortunately 
a sound argument can be patched together by combining 
the two viewpoints. We can derive macroscopic results 
from the assumption of exact microscopic similarity and 
then note that these results are necessarily the same as 
those we would have obtained from our hypothetical 
statistical criterion. Experimentally it is possible to 
synthesize media with different X's which must closely 
satisfy the statistical criterion for similarity. 


Similitude of Surface-Tension Equation; 
Reduced Pressure, p .. P/O'} 


A necessary condition for two similar media to be in 
similar states is that the reduced film curvatures must 
be the same. Since curvature is a reciprocal length, it is 
reduced by multiplication by X. When this reduction is 
applied to the surface tension equation, (1), it becomes 


2{Vr",} = {Ap/u}. (5) 


From this it is clear that two media in similar states 
must have equal values of {Ap/u} and that {Xp/u} is 
therefore the desired reduced-pressure grouping. 


A second condition for similarity of state is that the 
contact angle at each point in one medium must match 
the contact angle at the corresponding point of the 
other medium. This limits comparisons between systems 
to those having the same contact-angle characteristics. 
In subsequent comparisons this contact angle correspon­
dence will always be assumed to hold. 


If we now repeat in terms of reduced geometry and 
reduced pressure the earlier discussion regarding multi­
plicity of solutions, using Eq. (5) instead of (1), it is 
obvious that the reduced solutions for two similar media 
with the same contact angle will be identical in all 
respects including the cross overs at solution end points. 
It is also apparent that if two such media are started 
from the same reduced state and carried through the 
same sequences of reduced pressure, the reduced end 
states will be identical. Accordingly the reduced micro­
scopic liquid geometries of two similar media must be 
identical hysteresis functions of reduced pressure. 


Reduced Functionals; {FHP.p/O'}} and 
{(q/1.2)KH {1.p/0'} } 


The foregoing statement leads directly to reduced 
expressions for the two functionals which characterize 
media. 


The liquid volume fraction, F, being a ratio of 
volumes, can be calculated just as well from reduced 
liquid geometry as from actual geometry. Two media 
having the same reduced liquid geometry must there-


fore have identical values of F. Combining this with the 
foregoing reduced-pressure dependence of reduced 
microscopic liquid geometry it is seen that two similar 
media must be represented by identical functionals, 
{FH{Xp/u}}.§ 


The conductivity, K, can also be calculated from the 
microscopic liquid geometry, but whereas F can be 
calculated solely from the reduced geometry, K is also 
sensitive to the geometric scale factor, X, and to the 
viscosity, .". Since K is a ratio of driving force to velo­
city, it is apparent from the viscous flow equation, (2), 
that K must vary inversely as .,,; and since the operator 
V'2 is a reciprocal length squared, K must also vary 
directly as X2. Thus two similar media in similar states 
must have identical values of {-qK/A2}. 


Adding now the reduced pressure-dependance argu­
ment used for F, it is seen that two similar media must 
be represented by identical functionals, 


{(.,,/X2)KH {Xp/u} }. 


Macroscopic Similitude: Reduced Space, 
Time, Velocity 


The scaling properties inherent in the two micro­
scopic equations (1) and (2) have now been exhausted, 
but the remaining reduced variable groupings can never­
theless be put together without ambiguity by employing 
the scaling information already stored in the macro­
scopic Darcy equation, (3). As the first step, the p 
which appears as V p in this equation must be reduced 
to {Xp/u} and the K which appears must be reduced to 
{71K/X2} by multiplying through with appropriate con­
stants, thus 


For the special case, f=O this equation shows that 
only the V operator (a reciprocal macroscopic length), 
and v (macroscopic velocity) are not yet in reduced 
forms. If one of these is expressed in terms of an arbi­
trary characteristic value, the other will automatically 
be determined. A characteristic macroscopic length, L, 
will therefore be assigned, whereupon the reduced V 
will become {LV} and the final reduced form of Eq. (3) 
is seen to be 


The continuity equation becomes, 


{
71L} o{FH{Xp/u}} 


{L div} -v = - . 
Xu o{ (Xu/71L2)t) 


(7) 


§ Note that the symbol {FH { }} as used here for the reduced 
functional does not strictly correspond to the original usage for 
FH( ). Regarded as functionals of p alone, X and u being fixed, 
(FH{XP/u}}=FH(P). A similar statement applies to KH( ). 
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FIG. 3. Principle of fiow-system similitude. The characteristic 
pore size, X, for the :first graph is twice as great as that for the 
second graph, the only difference in the graphs themselves being 
in the labeling of curves and alds scales. 


The reduced macroscopic equations, (6) and (7) are 
seen to be identical in form with their parent equations 
(3) and (4), each variable in the parent equation having 
been replaced by a corresponding reduced variable (in 
curly brackets), 


If two flow systems are composed of similar media, 
and if they are subjected to macroscopic space-time 
boundary conditions which are identical when ex­
pressed in terms of the foregoing reduced variables, it is 
dear from the reduced differential equations that the 
entire subsequent reduced behavior of the two flow 
systems must also be identical. The two systems will 
therefore be designated as "similar flow systems." The 
behavior of two such systems is shown for illustration 
in Fig. 3 (not genuine data). The only difference be­
tween the two sets of curves in this diagram is in the 
labeling of curves and of axes ; if these had been labeled 
in terms of reduced coordinates there would have been 
no difference whatever. In practice, the technique just 
described for making comparisons between entire flow 
systems is perhaps the most immediately useful result 
of this paper. For reference, a complete list of reduced 
variables is tabulated in Appendix III. 


V. CONCLUDING REMARKS 


From the surface tension and viscous flow laws, some 
simplifying assumptions, and a topological approxi­
mation, it has been concluded that the flow properties, 
F and K. of an unsaturated medium will be "hysteresis 
functions" of pressure. Furthermore the similitude 
properties inherent in these assumptions have yielded a 
Darcy's law expression and a complete set of reduced 
variables. These results are independent of the micro­
scopic geometry of the porous medium. 


The assumptions themselves imply various limita­
tions to the applicability of the results. In a separate 
pair of papers6 the authors mention some of these 
limitations, discuss the potential applicability of the 
results in the special field of soil physics, and appraise 
some of the pertinent experimental information already 
available in the literature. In general, the theory would 
be expected to work best with coarse materials in the 
range of sands, and perhaps silts, at moderate liquid 
contents. Certain of the results can be expected to 


6 E. E. Miller and R. D. Miller, Proc. Soil SCi. Soc. Am. 19, 261 
(1955). 


work over a wider range of conditions than other por­
tions, e.g. the continuity equation will always hold so 
long as compressibility is negligible, while the Darcy 
law will probably still work under conditions for which 
some of the reduced-variable predictions should show 
serious deviations. Briefly, the experimental information 
available so far appears generally favorable, sometimes 
under such conditions that the assumptions would 
appear to be far from realistic. An adequate estimate of 
the range of applicability must await the outcome of 
rather extensive further experimentation. 
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APPENDIX I. DETAILS OF COMBINED 
DIFFERENTIAL EQUATION OF FLOW 


The elimination of v from Eqs. (3) and (4) gives 


aFu(p) 
div[Ku(p) (vp-f)]=---. (8) 


at 
This can be expanded into the form 


dKu(P) 
Ku(p) div(Vp-f)+ (vp{vp-f]) 


dp 


=t!!.ll(p)(a
p
). (9) 


dp at 
In this form three different functionals appear which 


depend on the medium; K, dK/ dp, and dF /dP; only two 
of which are independent. A convenient form for 
analytical purposes can be obtained by dividing through 
by K and coining new symbols, C and D, for the com­
bined functionals w'hich then appear, thus: 


(apjat) 
V'2p-divf+Cfl (p)(vp·[vp-f])= (to) 


Du(p) 


where by definition 


dKu(p)/dp d InKl{(p) 
Cu(p) = (11) 


Ku(p) dp 


Dfl{P)= Ku(p) . (12) 
dF11(P)/dp 


The DH(P) functional is placed in the denominator to 
correspond with the standard coefficient of diffusivity, 
D. The second functional Cu(p) does not have an 
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analog in nonlinear diffusion theory. For steady-flow 
cases, the right side of the equation vanishes; showing 
that CH(P) alone fully describes steady-flow behavior. 


The first expanded form, Eq. (9), is identical with 
Richards' equation (6) except that the two functions 
used by Richards have become functionals, and the 
time invariance of K has allowed the V K of Richards' 
expression to be expanded into the more tractable form 
(dK/dp)Vp. 


The second expanded form has two further advan­
tages: (1) the range of variation of the functionals with 
pressure is markedly reduced in this form-it may even 
be possible to approximate CH(P) by a constant for 
some purposes. (2) from flow system data which is 
accurate enough for determination of the required 
derivatives, the functionals C and D can be evaluated 
more directly than can K and F (although the latter 
can be determined from the former provided the 
integration constants are known independently). 


APPENDIX n. SOLUTIONS OF ONE-DIMENSIONAL 
FORCE-FREE PROBLEMS 


Consider a semi-infinite one-dimensional problem in 
which a uniform medium containing liquid at pressure 
po initially occupies all points of positive x in a Carte­
sian reference frame. At t;;: 0 liquid is applied at con­
stant pressure Pl to the plane x=O. The pressure change 
will be monotonic in this case j the hysteresis functions 
will behave like simple functions so that subscripts can 
be omitted. The differential equation (10) becomes 


px:c+C(P)(P3,)2= pt/D(p) 


where the subscripts denote partial differentiations. 
Applying the general Maxwell relation l",m"nl= -1, 
and also the general relation 1",,,,= -mll/(ml)3 allows us 
to make x the dependent variable, giving 


(D(p)/xp)[(xpp/xp)-C(p)]=Xt. 


This is a variables-separable form in which x= T(t) 


.P(p). Substituting gives 


x=tiP(p) 
where P(p) obeys 


(13) 


PCp) = (2D(p)/ P' (p)) [P"(p)/ P'(p)- C(p) ] (14) 


and is subject to the boundary conditions 


(15) 


(The first of these boundary conditions is obvious, the 
second comes from the macroscopic spatial continuity 
of p within the medium.) 


One can achieve similar results for cylindrical and 
spherical cases of one-dimensional flow, except that in 
the first case a term -P'(p)/P(p) and in the second 
case twice this amount, is added within the brackets of 
the ordinary differential equation for pep). Unfor­
tunately, both of the latter solutions have a pole at the 
origin and therefore require that PI be infinite for a 
nontrivial result. The latter solutions can, if desired, be 
tested experimentally in a somewhat academic way by 
applying liquid to a small but finite hole size at any rate 
proportional to vt and observing space-time distribu­
tions of pressure at distances from the origin large com­
pared to the hole size. 


It will be noted that all of the foregoing solutions 
treat po and Pi as arbitrary; there is no requirement that 
PI be zero or that PI be greater than po. In most experi­
ments to date, PI has been zero, and po has been essen­
tially - 00. 


APPENDIX m. TABULATION OF REDUCED 
VARIABLES 


A dot subscript is used to denote each reduced 
variable, e.g. p.= {AP/U}. When Eqs. (3) and (4) are 
written with all quantities dotted they become Eqs .. 
(6) and (7), respectively. The combined Eqs. (8), (9), 
and (10) can also be written with all quantities dotted. 
The following section also serves to define all symbols 
used in this paper and to give their egs units. 


Reduced Microscopic Interface Geometry, l(cm) = Characteristic Pore Size 


1/r",.9 {A/r".} 


P·9{AP/U} 


a.={a} 


FH.(p.)={FH{Ap/O'}} 


KH'(P.)={~KH{AP/O"} } 


1/rm =mean film curvature, (em-I). 


p=pressure exeess of liquid relative to gas, (g cm-1 sec-2). 


<r=surface tension, (g sec-~). 


a=eontact angle, (radians). 


Reduced Flow Properties of Medium 


F=Hquid volume fraction (dimensionless). 


K=capillary conductivity (g-l cms sec). 


1J=viscosity (g cm-1 sec-I). 
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CH.(p.)= {~H{AP/U} } 


DH.(p.)= L:DH{AP/U} } 


d lnKH(p) 
Cll(p)=c=---- (g-l em see2). 


dp 


KII(p) 
DH(p)=~---="eapillary diffusivity" (em2 secl). 


dFH(p)/dp 


Reduced Macroscopic Variables j L (cm) = Macroscopic Characteristic Length 


r.={r/L} 


V.={LV} 


div.= {L div} 


V.2== {VV2} 


r=position vector (em). 


V = gradient operator (em-I). 


div = divergence operator (em-I). 


V2=divergence-of-gradient or Laplace operator (cm-2). 


f=body force per unit volume (g cm-2 sec2). 


For gravity, f=pg where p=density (g cm-3), and 
g = acceleration of gravity vector (em sec2). 


For "centrifugal force" I f I = pw2r where w is radian angular 
velocity (secl ), and r is radius (em). 


v=macroscopic flow velocity (cm3 secl/cm2) or (em secl). 


t=time (sec). 


In the foregoing discussions primes are used on v, p, f where a microscopic viewpoint is to be specified. 
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Abstract
Aims Small scale root-pore interactions require valida-
tion of their impact on effective hydraulic processes at the
field scale. Our objective was to develop an interpretative
framework linking root effects on macroscopic pore pa-
rameters with knowledge at the rhizosphere scale.
Methods A field experiment with twelve species from
different families was conducted. Parameters of
Kosugi’s pore size distribution (PSD) model were de-
termined inversely from tension infiltrometer data. Mea-
sured root traits were related to pore variables by regres-
sion analysis. A pore evolution model was used to
analyze if observed pore dynamics followed a diffusion
like process.
Results Roots essentially conditioned soil properties at
the field scale. Rooting densities higher than 0.5 % of
pore space stabilized soil structure against pore loss.
Coarse root systems increased macroporosity by 30 %.
Species with dense fine root systems induced
heterogenization of the pore space and higher micropore
volume. We suggested particle re-orientation and aggre-
gate coalescence as main underlying processes. The


diffusion type pore evolution model could only partially
capture the observed PSD dynamics.
Conclusions Root systems differing in axes morpholo-
gy induced distinctive pore dynamics. Scaling between
these effective hydraulic impacts and processes at the
root-pore interface is essential for plant based manage-
ment of soil structure.


Keywords Pore size distribution . Cover crops . Root
system . Conceptual model . Soil structure . Pore
evolution


Abbreviations
PSD Pore size distribution
hm,Kosugi Median pressure head
rm,Kosugi Median pore radius
ςKosugi Standard deviation of PSD
θs Saturation water content
V Drift term
λ Dispersivity
RVD Root volume density
SRL Specific root length
RD Root diameter
rm,root Median root radius
REV Representative elementary volume


Introduction


Soil hydraulic properties are the common result of par-
ticle size distribution (texture) and aggregation
(structure). Soil structure is fundamental for the shape
of water retention and hydraulic conductivity in the
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saturated and near-saturated range (Cresswell et al.
1992). Among the various driving factors of soil struc-
tural porosity, vegetation plays a dominant role. Roots
are a key element in plant related effects on soil structure
and soil hydrology (Gregory 2006; Pierret and Moran
2011; Bengough 2012; Logsdon 2013). The classical
hierarchy model of structured soil (Tisdall and Oades
1982) highlights the direct and indirect role of plant
roots as binding agents at various levels. Following the
aggregate hierarchy model, Elliot and Coleman (1988)
defined four functionally related categories for the pore
space, i.e. large macropores (root channels, earthworm
holes, shrinkage cracks), inter-macroaggregate, inter-
microaggregate and intra-microaggregate pores.


Several pathways of root influence on soil hydraulic
properties have been proposed. Direct root influence
was related to temporal pore clogging due to roots
growing into pre-existing pores (e.g. Gish and Jury
1983; Morgan et al. 1995). Scanlan (2009) suggested
that root in-growth results in the division of larger into
smaller pores. After root decay, bio-macropores and
root-induced micropores are formed (Cresswell and
Kirkegaard 1995; Mitchell et al. 1995; Wuest 2001;
Horn and Smucker 2005; Ghestem et al. 2011). These
pores with high connectivity (Pagliai and De Nobili
1993; Whalley et al. 2005) facilitate water transport
through the soil (Gish and Jury 1983; Murphy et al.
1993; Suwardji and Eberbach 1998). Thus biologically
induced pores not only differ in size but also geometry,
pointing to the need to go beyond traditional capillary
bundle models to properly capture root-pore effects
(Hunt et al., 2013).


Mechanical effects of growing roots are related to
axial and radial pressures exerted during soil penetration.
They can cause enlargement of existing pores and densi-
fication of adjacent rhizosphere soil (Dexter 1987; Archer
et al. 2002; Kirby and Bengough 2002; Whalley et al.
2004). Crack formation and micro-fissuring by enhanced
wetting-drying were also proposed as relevant mecha-
nisms of root induced pore formation (e.g. Dexter 1987;
Mitchell et al. 1995; Young 1998; Whalley et al. 2005).


Biochemical effects of roots on hydraulic properties,
both directly on the pore channels and indirectly via
aggregation, have been described in relation to (1) struc-
ture formation and stabilization by root organic matter
and exudates (Czarnes et al. 2000; Lado et al. 2004), (2)
water repellence of root-derived organic compounds
(Hallett et al. 2003) and (3) organic matter effects on
water holding capacity (Hudson 1994; Dexter 2004).


Carminati and Vetterlein (2013) showed that mucilage
effects on rhizosphere hydraulic properties varied with
root age and soil moisture.


The importance of root influence on the soil pore
system is controlled by both soil and root characteristics.
Based on CT imaging, Luo et al. (2010) demonstrated a
significant interaction effect between land use (pasture
vs. crop differing in rooting density and organic matter)
and soil type (sand vs. silt loam) on macropore proper-
ties. Scanlan (2009) did not find a root effect on soil
hydraulic properties in a column experiment using a
sandy substrate. We assume that changes of pore prop-
erties are dependent on both the relation between root
volume and pore volume (Bengough 2012) and the
extent of existing growth paths used by roots upon soil
penetration (Feeney et al. 2006).


Yunusa and Newton (2003) reported differences
among species in their effects on soil hydraulic proper-
ties. Perennials and woody plants substantially changed
flow behavior while annual crops had hardly any influ-
ence. Among annual plants they suggested root diame-
ter as main trait for effectively priming the soil pore
space. Higher strength of coarse roots allows more
effective shift of soil particles and lower tendency of
root buckling under mechanical stress (Clark et al.
2003). Using a pore network model, Holtham et al.
(2007) showed different root-induced soil structuring
between white clover and ryegrass with enhanced
macroporosity under the coarse rooted legume.


In spite of increasing knowledge on root-soil interac-
tions, targeted management of soil structure by roots
(“bio-tillering”) is still at its infancy. Yunusa and New-
ton (2003) presented the concept of primer-plants, i.e.
plants without a direct economic benefit, but effective in
conditioning the soil for cash crops and in conserving
environmental resources. Cover crops correspond to this
type of plants. Currently they are used in agro-
environmental programs to minimize nitrate leaching
and reduce soil erosion. Several authors observed cover
crop effects on soil structural properties such as aggre-
gate size and stability (Liu et al. 2005) as well as
hydraulic processes such as water infiltration (Carof
et al. 2007; Bodner et al. 2008).


While there is significant advance in understanding
root-soil processes via modern imaging methods (e.g.
Feeney et al. 2006; Moradi et al. 2011), we identified
two shortcomings: (i) most studies were based on one or
few species only, thereby lacking variability in root traits
to properly quantify the extent of root influences on soil
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properties; (ii) small scale rhizosphere processes were
rarely evaluated for their impact on a representative
elementary volume (REV) relevant for field scale hy-
draulic processes and under conditions where they co-
exists with other structure forming processes. This how-
ever is a pre-condition to infer the role of roots for
management of soil physical quality.


The objectives of our study therefore were (i) to
identify root induced changes of field measured macro-
scopic pore parameters under different autumn grown
cover crop species, (ii) to analyse if different root sys-
tems distinctively modify soil pore properties, and (iii)
to provide a conceptual framework that links macro-
scopic root effects with relevant rhizosphere processes
of soil structure formation.


Material and methods


Experimental site


Measurement data were obtained from a field experiment
at the Experimental Station Groß Enzersdorf of the Uni-
versity of Natural Resources and Life Sciences, located
in Lower Austria (48°14′N, 16°35′E, 156 m asl). Climat-
ically the site is characterized by sub-humid conditions
(pannonic) with an average annual precipitation of
525 mm, a mean annual temperature of 9.8 °C, and a
mean relative humidity of 75 %. The soil at the site is
classified as Chernozem according to the WRB (IUSS
2006). Basic soil properties are given in Table 1.


The field experiment comprised twelve species which
are commonly used as cover crops. The species belonged
to different plant families (Table 2). Based on available
description by Kutschera et al. (2009), distinct root sys-
tem characteristics of the species could be expected.


The experimental design was a randomized complete
block design (RCBD) with three replicates. Plot size
was 4.5 m2 (1.5 m×3 m). Seeding date was on 28th
July 2011. Previously to cover crop seeding, the field


was cropped with winter wheat which was harvested on
10th July and thereafter stubble tilled with a chisel plow
to a soil depth of 10 cm. Rainfall during the cover crop
growing period (28th July to first frost on 22nd Novem-
ber) was 140.2 mm compared to 180 mm long-term
average. While August had high precipitation, Septem-
ber and November were clearly drier compared to long-
term averages. Mean monthly temperature during the
growing period decreased from 20.9 °C in August to
2.9 °C in November, with a base temperature for plant
growth above 5 °C until 10th of November.


Root sampling and analysis


Root samples were taken by the ‘soil-core’ method
(Böhm 1979). Soil cores (250 cm3) were extracted at
the end of the cover crop vegetation period when most
species had reached their maximum growth before win-
ter. Samples were taken from surface-near soil (2–7 cm
soil depth). Root sampling depth corresponded to the
visually observed depth of the infiltration front during
tension infiltrometer measurements (cf. 2.3). Hydraulic
properties and root traits were thus representative for the
surface near layer with highest rooting densities and most
structural dynamics in the soil. Three subsamples per plot
were taken at the same position of infiltration measure-
ments, giving a total number of 108 sampling points.


After field sampling, roots were washed free of soil in
the laboratory over a set of sieves (2 mm and
0.5 mm mesh screen). An extra sieve of 0.2 mm was
placed under the 0.5 mm sieve in order to avoid fine
roots loss. Following removal of soil, roots were sepa-
rated from dead roots of previous crop and organic
debris with tweezers based in differences in color and
flexibility. Roots were then stained with methylene-blue
and morphological parameters were determined by im-
age analysis using WinRhizo 4.1 (Regent Instruments,
Quebec). Following measurement of root morphologi-
cal parameters, root dry mass was determined after
drying to constant weight at 60 °C.


Table 1 Soil properties of the experimental field


Horizon Depth cm Sand
kg kg−1


Silt
kg kg−1


Clay
kg kg−1


Texture USDA Corg


kg kg−1
Field capacity
cm3 cm−3


Wilting point
cm3 cm−3


A 0–40 0.19 0.56 0.24 SiL 0.025 0.32 0.15


AC 40–55 0.23 0.54 0.23 SiL 0.015 0.27 0.10


C > 55 0.22 0.62 0.16 SiL 0.008 0.25 0.07
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Tension infiltrometer measurements


Infiltration experiments were conducted between 25th
October and 15th November 2011. The measurements
were performed using a tension infiltrometer (Soil Mea-
surement Systems Inc., Tucson, AZ) with a 20 cm di-
ameter disc. A total amount of 108 measurements (12
species×three replicates×three subsample) were taken
at the soil surface after carefully removing mulch and
any above-ground plant material. Additionally a non-
planted control was included.


A nylon mesh to avoid macropore clogging and a
fine layer of quartz sand (diameter: 0.08–0.2 mm) to
ensure good hydraulic contact were placed between the
disc and the soil. The supply pressure heads were −15,
−10, −5, −1 and 0 cm. The first two pressure heads were
maintained for approximately 40–60 min, and the
higher pressure heads were applied for about 10–
15 min. Preliminary tests found these durations to be
sufficient to achieve steady-state infiltration. The water
level in the supply tube was observed visually in inter-
vals of 15 s during the first 5 min after application of a
supply pressure, and in increasing intervals of 2–10 min
afterwards. Before each infiltration measurement, soil
samples were taken with steel cores (250 cm3) in the
vicinity of the measurement location to obtain the initial
water content, bulk density and total porosity. Immedi-
ately after each infiltration measurement, another core
sample was collected directly below the infiltration disc
to quantify the final water content.


Inverse estimation of soil hydraulic properties


The inverse analysis of tension infiltrometer data to
estimate soil hydraulic properties requires a numerical
solution of the Richards’ equation for radially symmet-
ric Darcian flow. We followed the procedure presented
by Šimůnek et al. (1998). Soil water retention and
hydraulic conductivity were described by the model of
Kosugi (1996) which is based on a lognormal pore-size
distribution (PSD). Soil water retention Se(h) is given by


Se hð Þ ¼ 0:5erfc


log
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where Se (−) is the effective saturation corresponding to
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3 cm−3) being residual water content


and θs (cm
3 cm−3) saturation water content. Erfc is the


complementary error function, hm,Kosugi (cm) the medi-
an pressure head and σKosugi (−) the standard deviation
of the log-transformed pressure head.


Hydraulic conductivity K(h) can be written as
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where Ks (cm s−1) is saturated hydraulic conductivity
and l (−) is a tortuosity factor.


Parameter estimation was done by minimizing the
objective function between observed and predicted cu-
mulative infiltration and final water content following
Šimůnek and Van Genuchten (1996) using the program
HYDRUS 2D/3D (Šimůnek et al. 2006) which applies a
Levenberg-Marquardt nonlinear minimization algo-
rithm. Initial parameter estimates were derived from
the texture based pedotransfer function Rosetta
(Schaap et al. 2001). To reduce the number of unknown
variables, θr and lwere fixed to 0.067 cm


3 cm−3 and 0.5
respectively, as predicted by Rosetta. Ks values were
used from direct Wooding analysis of infiltration data,
and θs was taken equal total porosity obtained from
sample cylinders. The remaining parameters, σKosugi
and hm,Kosugi, were then estimated inversely.


Simulation of pore evolution


Or et al. (2000) presented a convection–dispersion type
model for pore evolution. We applied their model to


Table 2 Investigated cover crop species and their respective plant
families


Species Family


Vicia sativa L. Fabaceae


Lathyrus sativus L. Fabaceae


Trifolium alexandrinum L. Fabaceae


Melilotus officinalis L. Fabaceae


Sinapis alba L. Brassicaceae


Raphanus sativus var. oleiformis L. Brassicaceae


Phacelia tanacetifolia Benth. Boraginaceae


Linum usitatissimum L. Linaceae


Fagopyrum esculentum MOENCH. Polygonaceae


Secale cereale L. Poaceae


Mixture 1 (Secale cereale L., Trifolium
incarnatum L., Vicia villosa ROTH.)


–


Mixture 2 (Phacelia tanacetifolium Benth.,
Sinapis alba L., Vicia sativa L.)


–
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analyze if changes in PSD by differently rooted species
can be described by the physics underlying this ap-
proach. Pore size distribution f is the first derivative of
the retention curve and can be written as


f rð Þ ¼ θs − θr
σ r


ffiffiffiffiffiffi
2π


p exp −
ln r=rmð Þ½ �2


2σ2


( )
ð3Þ


where r (µm) is the pore radius, rm,Kosugi (µm) is the
median pore radius, and σKosugi (−) is its standard devi-
ation. Themedian pore radius can be calculated from the
median pressure head hm,Kosugi using the Young-
Laplace equation.


According to the pore evolution model changes of
the PSD can be described by


∂ f
∂t


¼ ∂
∂r


D r; tð Þ∂ f
∂r


� �
−


∂
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V r; tð Þ fð Þ −M tð Þ f ð4Þ


where t is time, V (µm s−1) is a drift term, D (µm2 s−1) a
dispersion term and M (s−1) a degradation term. The
drift and dispersion terms quantify changes of rm,Kosugi
and σKosugi respectively. M represents a sink term for
changes in total porosity. Dispersion is related to drift by
a constant dispersivity λ (µm).


The model was parameterized using an analytical
solution of Eq. 4 developed by Leij et al. (2002). The
governing parameters in this solution are the cumulative
drift T, equal the integral of V, and dispersivity λ, which
were optimized from the measured PSDs. M was set
equal the reduction in total porosity. While other authors
limited degradation to the macropore range (e.g.
Schwärzel et al. 2011), due to the lack of proper data,
we did not attribute degradation to any distinct pore
range. All calculations of pore evolution were done with
Matlab Version 8 R2012b.


Statistical evaluation


Statistical data evaluation was performed by analysis of
variance with the procedure PROC MIXED in the soft-
ware SAS 9.2. This procedure is based on restricted
maximum likelihood estimates of the variance compo-
nents and provides Wald-type F-statistics using GLSE
(generalized least squares). In case of significant effects
at p≤0.05 in the analysis of variance, comparison of
means was performed using a two-sided t-test. In order
to test hypotheses on differences among groups of spe-
cies with similar root and soil parameters we used linear


contrasts which were obtained by the CONTRAST
statement in PROC MIXED.


For root system characterization we also applied a
multivariate approach based on principal component
analysis (PROC FACTOR) and clustering (PROC
CLUSTER). This method was suggested for functional
root system classification and is described in detail by
Bodner et al. (2013a).


Regression analysis was used to find significant root
predictor variable for PSD parameters. For this purpose
we used the SAS procedure PROC REG with the
RSQUARE selection method.


Results


Root system characteristics


Root systems of twelve cover crop species were char-
acterized by morphological traits and parameters of a
lognormal root volume distribution model suggested by
Scanlan and Hinz (2010) to capture root volume alloca-
tion to different root radius classes (Table 3).


All parameters except rm,root of the lognormal distri-
bution showed significant differences between species.
F. esculentum and S. cereale had lowest rooting density.
In case of S. cereale this was linked to low aboveground
growth (982.5 kg ha−1). F. esculentum however had
higher aboveground biomass (2033.3 kg ha−1) and thus
a comparatively low dry-matter allocation to the root
system. Most species showed an intermediate above-
ground growth with an average dry-matter of
2,051 kg ha−1, which is within the range of values
reported for cover crops in this region.


Non-legume cover crops showed higher rooting den-
sity (RLD, RVD) and more biomass allocation to fine
roots (high SRL), while legume species had higher RD
and lower SRL. The median radius of root volume
distribution over radius did not differ significantly be-
tween species, but its standard deviation was significant-
ly larger for the non-legume species.


Following Bodner et al. (2013a) we used principal
component and cluster analysis for a multivariate char-
acterization of similarities among root systems integrat-
ing all single morphological descriptors. Results are
shown in Fig. 1.


Four groups were suggested by the cubic clustering
criterion. The dendrogram separated legumes at one
end, while L. usitatissmum formed a separate group at
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the opposite side. The density dominated rooting types
(Brassicaceae, P. tanacetifolia, Mixture 2) were in a
common group, while S. cereale, F. esculentum and the


legume-grass mixture 1 were between the diameter and
density dominated rooting types. Fabaceae shared a high
diameter/low density rooting type (similar score on


Table 3 Traits of root morphology and volume allocation of twelve cover crop species from different plant families. Values characterize the
surface near (2–7 cm) rooting pattern of the species.


RLDa


(cm cm−3)
RVD
(cm3 cm−3)


RD
(mm)


SRL
(m g−1)


rm,root


(mm)
ςroot
(−)


Species


V. sativa 3.57def 0.0053bc 0.47a 73.3gh 0.31 0.65cde


L. sativus 3.04def 0.0058ab 0.49a 80.5fgh 0.34 0.62de


T. alexandrinum 2.70ef 0.0038 cd 0.39bc 118.3d-h 0.35 0.76a-e


M. officinalis 1.88f 0.0026de 0.41b 57.1 h 0.33 0.77a-d


Mixture 1 3.04def 0.0075a 0.36 cd 130.2c-g 0.32 0.75b-e


S. alba 4.05cde 0.0027de 0.28e 194.5abc 0.33 0.90ab


R. sativus 4.87bcd 0.0033de 0.30e 161.9a-e 0.32 0.99a


Mixture 2 6.64b 0.0033de 0.35 cd 97.2e-h 0.37 0.85a-d


P. tanacetifolia 5.71bc 0.0038 cd 0.29e 184.5a-d 0.30 0.96ab


L. usitatissimum 11.02a 0.0068ab 0.31de 212.4a 0.21 0.86abc


F. esculentum 1.79f 0.0018e 0.34cde 200.4ab 0.41 0.82a-d


S. cereale 2.41ef 0.0020de 0.33cde 142.5b-f 0.28 0.53e


Species *** *** *** *** ns. **


LSDb 2.03 0.0019 0.05 66.7 0.17 0.23


CV%c 64.8 50.5 19.7 44.6 33.0 22.2


Means followed by the same letter within a column are not significantly different at p≤0.05; ns. not significant; ** significant at p≤0.01; ***
significant at p≤0.001
aRLD Root length density, RVD Root volume density, RDRoot diameter, SRL Specific root length, rm,rootMedian root radius, ςroot Standard
deviation of lognormal root volume distribution
b LSD Least significant difference
cCV%, Coefficient of variation


Fig. 1 Species sharing similar rooting types determined from cluster analysis and using morphologically based principal components as
classification variable
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principal component 2 containing the common effects
of RD, SRL and ςroot). Brassica species were in a joint
cluster of fine root dominated dense rooting type (sim-
ilar score on principal component 1 containing effects of
RLD, RVD and rm,root). However this cluster was not
specific to Brassicaceae, but contained species from
different families.


Soil pore size distribution


The average values of soil PSD parameters obtained by
inverse optimization (hm,Kosugi 41.1 cm, σKosugi 2.14)
were between those of sandy loams (hm,Kosugi 27.4 cm,
σKosugi 1.26) and silty loams (hm,Kosugi 325.9 cm, σKosugi


2.30) indicated by Šimůnek (2006). The peak in volu-
metric PSD corresponds to the pore radius with highest
frequency. The dominant pore class in the PSDs was
ultramicropores (r<2.5 µm; SSSA 2013) with highest
frequencies between 0.05 and 1.7 µm for P. tanacetifolia
and T. alexandrinum respectively (Figure not shown).
The less frequent coarser pore classes however contrib-
ute essentially to total pore volume. This is expressed by
rm,Kosugi which was two to three orders of magnitude
higher than the most frequent pore radius (between


33.7 µm and 91.3 µm for P. tanacetifolia and
L. sativus respectively). Table 4 gives the Kosugi pa-
rameters for each cover crop species.


Using linear contrasts, four groups with similar PSD
were obtained which had no significant within-group
differences and a distinct hydraulic behavior towards a
contrasting group (i.e. significant between-group differ-
ence in at least one parameter). The parameter averages
for these four groups are also given in Table 4


Groups 1 and 4 differed in θs and rm,Kosugi. Species in
group 1 had high values in both parameters except
M. officinalis with low θs. Those in group 4 were low
in both parameters; particularly F. esculentum had low
values for all PSD parameters. Group 2 and 3 differed in
ςKosugi while having an intermediate porosity and a
range of different rm,Kosugi values. Group 2 contained
species with high σKosugi, while species in group 3 had a
narrow PSD.


M. officinalis and T. alexandrinum could not be at-
tributed clearly to a single group. Both had a high
rm,Kosugi similar to species in group 1, but lower θs.
M. officinalis had an intermediate sKosugi, while in this
parameter T. alexandrinum corresponded clearly to spe-
cies with narrow pore range in group 3.


Table 4 PSD parameters of soil under different cover crop species. Species with similar overall PSD are grouped together


Species θs
cm3 cm−3


rm,Kosugi
μm


ςKosugi
−


Group 1
High porosity – high median radius


L. sativus 0.471ab 91.3a 2.19abc


Mixture 1 0.478a 79.1abc 2.28abc


M. officinalisa 0.442bcd 85.4ab 2.15bc


Mean 0.463A 85.3A 2.21A


Group 2
High pore radius range


P. tanacetifolia 0.446abc 33.7d 2.46a


L. usitatissimum 0.469ab 52.8bcd 2.31ab


R. sativus 0.457abc 52.7bcd 2.40ab


V. sativa 0.463ab 65.8abcd 2.34ab


Mean 0.459A 51.3B 2.38B


Group 3
Low pore radius range


S. alba 0.456abc 50.8bcd 1.89c


Mixture 2 0.465ab 81.7abc 1.90c


T. alexandrinuma 0.436bcd 89.0ab 1.84c


Mean 0.452A 73.8A 1.88C


Group 4
Low porosity – low median radius


S. cereale 0.431 cd 47.0de 2.25abc


F. esculentum 0.413d 46.0 cd 1.95bc


Mean 0.422B 46.5B 2.10 AC


Common lower-case letters at the respective parameters indicate non-significant differences at p≤0.05. Groupmeans are compared by linear
contrasts. Significant differences in parameter means at p≤0.05 between groups are indicated by upper-case letters
a Intermediate species not clearly related to a single groups
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For comparison, we mention the average Kosugi
parameters of unplanted control plots which were
θs = 0.418 cm3 cm−3, rm,Kosugi = 48.8 µm, and
ςKosugi=2.12 and similar to those of species in group 4.


Root influences on PSD parameters


Relations between field measured root traits and pore
characteristics were determined by regression analysis.
Figures 2a-c show the best root predictor variables for
the respective macroscopic pore parameters of the
Kosugi model.


θs had a strong positive relation to RVD (Fig. 2a).
The most appropriate functional form for this relation
was a curve rising exponentially to a maximum of
θs=0.46 cm3 cm−3 with RVD>0.004 cm3 cm−3. From
this relation it is clear that even small increments beyond
a minimum rooting density had a strong effect on soil
porosity while highly dense root systems did not further
increase the pore volume.


Also rm,Kosugi showed a clear significant relation to
rooting traits (Fig. 2b). The highest R2 (0.65) was
achieved using principal component 2 (PC2) containing
the common effects of SRL, RD and ςroot. All single
parameters showed a significant relation to rm,Kosugi for
their own, which however had a slightly lower R2 than
the composite variable. An exponentially decaying
function obtained a slightly better fit compared to a
linear relation. We also mention here that soil moisture
strengthened this root effect. An R2 of 0.76 of a bivariate
linear regression with root PC2 and soil moisture as
predictor variables highlighted this common effect.


For ςKosugi there was only a weak, but still significant,
linear relation to the median radius of the lognormal root
volume distribution (Fig. 2c). Root systems with vol-
ume allocated to finer axes (low rm,root) tended to induce
a slightly higher soil pore radius standard deviation.


Conceptual model of root induced modification of PSD


Figure 3 shows a conceptual model of root influences on
PSD built from the relations between root traits and pore
parameters (cf. Figure 2a-c) as well as the group-
ing of species based on similarities in root and
pore parameters (Table 4).


The exponential relation between RVD and θs
(cf. Figure 2a) indicated an upper and lower limit
for root effects on soil porosity. From our data
the lower limit, where roots did not substantially


condition the soil pore space (cf. Table 4, group
4), was in the range of 0.5 % of pore volume
occupied by roots. The upper limit was achieved
at a RVD occupying more than 1.2 % of total
soil porosity.


Fig. 2 Relations between macroscopic PSD parameters and best
root predictor variables. Non-linear functions are shown in case of
providing better fit compared to linear regressions
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In case of a sufficiently dense root system to modify
soil porosity, there was a fundamental difference be-
tween species dominated by coarse and fine root axes
(cf. Figure 2b). While coarse root systems induced a
drift towards increased macroporosity (high rm,Kosugi;
cf. Table 4, group 1 and legumes in group 3), fine axes
did not change significantly rm,Kosugi compared to non-
planted plots and treatments with negligible root effects
(F. esculentum, S. cereale). This was reflected in signif-
icant contrasts between legumes and non-legumes in
parameters capturing root axes thickness and corre-
spondingly in their soil rm,Kosugi. Thresholds of the main
root traits involved in this effect were estimated from
these contrasts. They were in the range of SRL
values<85 m g−1 and root diameters>0.42 for species
enhancing rm,Kosugi. Low rm,Kosugi was found for species
with an average SRL>170 m g−1 and root diameter
values<0.31 mm. This distinct effect of contrasting root
axes morphology on PSD is exemplified in Fig. 4 for
two characteristic species of each type (P. tanacetifolia
and L. sativus). PSD of an unplanted control is given as
reference state.


L. sativus resulted in a 43.9 % increase of
macroporosity (> 37.5 µm) due to high rm,Kosugi, while
micropore volume decreased by 17.5 % compared to the
reference state.P. tanacetifolia on the contrary substantially
increased the frequency of fine pores, resulting in a micro-
pore volume (< 15 µm) 45.3 % higher than the reference
state. Macropores on the contrary were reduced by 2.1 %.
This however was not only related to the low rm,Kosugi
(33.7 µm) of this species, but mainly to a high ςKosugi.
Mesopores decreased in both species by 9.8 % (Table 5).


The influence of root traits on ςKosugi was less evi-
dent, as shown above (cf. Figure 2c). Still our data
indicated a trend towards a modification of ςKosugi via
rm,root. Non-legume species with dense fine axes domi-
nated root systems showed stronger differentiation in
ςKosugi. Significant linear contrasts between species with
low ςKosugi vs. high ςKosugi and their respective rm,root


(0.35 vs. 0.28 mm) could be found here. It should be
noticed that for this group of species there was also the
strongest relation of ςKosugi to soil moisture, indicating a
fundamental role of capillary driven coalescence. Al-
though the functional relation of ςKosugi with rm,root was


Fig. 3 Conceptual model of root influences on the parameters of
Kosugi’s macroscopic model of soil PSD. Beyond a minimum
rooting density (effect vs. no effect threshold) two distinct path-
ways for coarse vs. fine axes dominated root system and the


resulting changes in pore size distribution are shown. (Graphs of
root-pore relations are schematic representations of the regressions
shown in Fig. 2)
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also evident in the coarse axes group, their overall
differentiation was lower. The maximum distance in
rm,root was between T. alexandrinum vs. V. sativa with
values of 0.31 vs. 0.35mm. Thus the significant contrast
in ςKosugi between T. alexandrinum (low ςKosugi) and the
other legume species was not reflected in a significant
difference between their rm,root.


Examples for the effect of rm,root on ςKosugi within the
two groups of rooting types are shown in Fig. 5, corre-
sponding pore volumes are give in Table 6. The higher
standard deviation of pore radii induced a clear increase
in micropore volume, while decreasing macropore vol-
ume particularly in the pore radius class between 37.5
and 500 µm.


Generally there was a tradeoff between macro- and
microporosity (Figure not shown, R2=0.59) which was
most evident (R2=0.76) when excluding the two sparse-
ly rooted species (F. esculentum, S. cereale) with no
overall effect on soil porosity. This underlines that –
once exceeded a lower limit RVD and roots stabilizing
the pore system – different rooting types induced dis-
tinctive pore evolution.


Simulation of root induced pore dynamics


According to the model of Or et al. (2000) pore dynam-
ics follow a diffusion like process. Volumetric pore
frequency tends to a more even distribution with time
upon shifting of the median from larger to smaller radii
and simultaneously widening of the pore range (increase
of ςKosugi). Figure 6 shows measured and simulated
PSDs according to this model for the cases of root
driven pore evolution identified in Figs. 4 and 5. The
corresponding pore volumes in different pore classes are
given in Table 7.


Based on volume in different pore radius classes, the
overall performance of the model was satisfying. Only
for L. sativus statistical indicators given in Fig. 6 dem-
onstrated that the model did not provide an appropriate
prediction. In this case the coarse root system induced a
shift of rm,Kosugi to higher values. This is contrary to the
process described by the convection–dispersion


Fig. 4 Example of changes in PSD between unplanted soil and
soil influenced by roots of species with (a) coarse and (b) fine root
axes morphology. Small figures at the top highlight differentiation
in micropore and macropore range (log-log scale; light grey shows
range with higher pore frequency of planted vs. un-planted, black
shows range of lower pore frequency, dark gray shows overlap-
ping pore frequency)


Table 5 Volume of different pore
radius classes in soil influenced
by species with coarse and fine
root axes morphology exempli-
fied by L. sativus and
P. tanacetifolia respectively


Pore volume


cm3cm−3


Unplanted


-


Coarse root axes


L. sativus


Fine root axes


P. tanacetifolia


Micropores1 (r<2.5 µm) 0.023 0.019 0.055


Micropores2 (2.5≤r<15 µm) 0.074 0.061 0.086


Mesopores (15≤r<37.5 µm) 0.061 0.055 0.055


Macropores1 (37.5≤r<500 µm) 0.149 0.178 0.131


Macropores2 (r≥500 µm) 0.038 0.091 0.052
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equation underlying the model and therefore could not
capture the observed changes. For the other cases vol-
ume allocation to different radius classes was predicted
satisfactorily. However the corresponding frequency


distribution showed an increasing deviation of measured
and simulated PSD towards the fine pore classes. This is
the result of the diffusion process underlying the physics
of the model. The lower boundary condition defines a
zero probability flux at r=0. When pore volume shifts
towards the lower boundary, a small volume induces a
strong increase in frequency of the fine pore radii near the
lower boundary. Measured PSDs on the contrary showed
a decreased frequency towards the lower boundary. The
volume shift resulted in a distinct peak in volumetric
frequency between the upper (pores with r→∞) and
lower boundary (pore of radius r=0). Such a peak how-
ever was not predictable by the model because the diffu-
sion process resulted in an equilibration of frequency
over the whole pore range between boundaries.


Discussion


This study investigated the effect of species with differ-
ent root systems on field soil pore properties. Over the
last decade modern imaging methods have provided
new insights into small scale processes at the root-soil
interface (e.g. Young and Crawford 2004; Feeney et al.
2006; Moradi et al. 2011). However there is still uncer-
tainty on the importance of roots at higher REV relevant
for effective hydraulic processes under field conditions.
Furthermore few studies involved sufficient species
with variable root characteristics to infer if there were
distinctive trends in root effects on soil properties. We
used twelve species of different plant families common-
ly grown as cover crops to investigate modification of


Fig. 5 Example of changes in PSD due to different ςKosugi in-
duced by high and low rm,root for the groups with species having
(a) coarse and (b) fine root axes morphology. Small figures at the
top highlight differentiation in micropore and macropore range
(log-log scale; light grey shows range with higher pore frequency
of planted vs. un-planted, black shows range of lower pore fre-
quency, dark gray shows overlapping pore frequency)


Table 6 Volume of different pore radius classes in soil influenced by species with different median root radius within sub-groups of coarse
and fine rooted species exemplified by P. tanacetifolia vs. Mixture 2 and V. sativa vs. T. alexandrinum


Pore volume
cm3cm−3


Coarse root dominated type Fine root dominated type


Low rm,root
V.sativa


High rm,root
T. alexandrinum


Low rm,root
P. tanacetifolia


High rm,root
Mixture 2


Micropores1 (r<2.5 µm) 0.032 0.010 0.055 0.013


Micropores2 (2.5≤r<15 µm) 0.072 0.052 0.086 0.061


Mesopores (15≤r<37.5 µm) 0.056 0.056 0.055 0.062


Macropores1 (37.5≤r<500 µm) 0.159 0.187 0.131 0.195


Macropores2 (r≥500 µm) 0.077 0.064 0.052 0.068
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macroscopic pore properties in surface near soil where
rooting density is highest and most dynamic structural
changes occur.


Analysis of root system diversity revealed two dom-
inant rooting types, being (i) a density dominated type
with fine axes morphology and (ii) a coarse axes


Fig. 6 Measured and predicted PSD of soil under coarse and fine
rooted species using a pore evolution model. a Evolution from an
unplanted soil to a rooted soil, and (b) evolution driven by root


volume allocation between a soil planted with high and low rm,root-
species. Statistical indicators compare measured and predicted
pore volume in different radius ranges given in Table 7


Table 7 Measured and simulated pore volume in different radius classes for the PSDs shown in Fig. 7


Pore volume
cm3cm−3


P. tanacetifolia L. sativus V. sativa


Measured Simulated (a) Simulated (b) Measured Simulated Measured Simulated


Micropores1
(r<2.5 µm)


0.055 0.050 0.049 0.019 0.055 0.032 0.031


Micropores2
(2.5≤r<15 µm)


0.086 0.078 0.077 0.061 0.063 0.072 0.070


Mesopores
(15≤r<37.5 µm)


0.055 0.050 0.041 0.055 0.057 0.056 0.046


Macropores1
(37.5≤r<500 µm)


0.131 0.140 0.159 0.178 0.152 0.159 0.168


Macropores2
(r≥500 µm)


0.052 0.019 0.028 0.091 0.019 0.077 0.029
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dominated type with lower density. Differentiation in
mechanical strength of roots due to axes thickness is
essential when studying root impact on soil structure
(Jin et al. 2013). Parameters of lognormal root volume
distribution according to Scanlan and Hinz (2010) dem-
onstrated that annual herbaceous plants differed in RVD
and the standard deviation of distribution. Still they
allocated their root volume mainly to fine and very fine
axes according to Böhm’s (Böhm 1979) classification.
Higher variability might have been obtained by different
life forms including shrubs and trees. Also methodolog-
ical shortcomings have to be considered. Higher differ-
entiation towards very fine roots<0.2 mm diameter is
restricted by the accuracy of root washing and image
analysis resolution (Himmelbauer et al. 2004).


The soil pore system was characterized by macro-
scopic parameters of Kosugi’s lognormal PSD model
estimated from infiltration measurements via inverse
modeling. Šimůnek et al. (1998) demonstrated that this
approach was most appropriate to reproduce effective
field hydraulic processes. Furthermore tension
infiltrometry covers a comparatively high REV which
is an important advantage for representative sampling in
the highly variable structural range. Kosugi’s PSDmod-
el is often used because of the physical interpretation of
its parameters. Hayashi et al. (2006) demonstrated that
rm,Kosugi and σKosugi were proper indicators for structural
porosity. A high rm,Kosugi for a given soil texture class
reveals the importance of macroporosity as a product of
biotic and abiotic structure forming processes. A narrow
pore size distribution (low σKosugi) with a high frequen-
cy of the dominant pore radius class is characteristic for
structureless soils. The formation of a secondary, struc-
ture related, pore system increases the range of pore
radii (high σKosugi) and shows a more evenly distributed
frequency of the single pore classes. Focusing on the
shape of the PSD function, we only optimized rm,Kosugi


and σKosugi while fixing l (θs and Ks were taken from
measurement and direct evaluation respectively). It is
well known that plant roots enhance pore connectivity
(e.g. Pagliai and De Nobili 1993; Whalley et al. 2005).
However tortuosity is a poorly defined fitting parameter
in macroscopic models of hydraulic conductivity
(Vervoort and Cattle 2003). Thus it is difficult to define
proper initial values and parameter constraints. Further-
more the parameter mostly affected by an inadequate
tortuosity value is Ks, while our study focused on root
induced changes in PSD parameters (θs, rm,Kosugi and
σKosugi). Therefore we decided to fix l in order to reduce


the number of parameters to be estimated and thereby
improve the optimization result (Hopmans et al. 2002).
Using pore network models might be a way forward to
better understand root-pore interactions (Leitner et al.
2013; Hunt et al. 2013).


Feeney et al. (2006) demonstrated that roots effec-
tively micro-engineer the structural arrangement of sur-
rounding rhizosphere soil using 3D imaging. In spite of
scale differences up to 5 orders of magnitude (µm to dm)
we detected significant root effects on macroscopic pore
parameters at the field scale. Particularly total pore
volume was substantially increased by RVD when ex-
ceeding a lower limit of 0.5 % of pore volume occupied
by roots. Several authors demonstrated post-tillage soil
settlement to be a main process underlying field pore
dynamics (Leij et al. 2002; Schwen et al. 2011; Bodner
et al. 2013b). Higher soil porosity in more densely
rooted plots was most likely explained by pore stabili-
zation of the loose structure created by pre-seeding
chisel tillage. Bodner et al. (2008) had shown pore
stabilization in planted compared to bare soil over win-
ter. Also Löfkvist (2005) demonstrated that plant roots
could reinforce soil porosity following mechanical sub-
soil loosening. Species with low rooting density
(F. esculentum, S. cereale) showed pore loss similar to
an unplanted control which was most pronounced in the
large macropore range (−33 %) and decreasing to −2 %
in the micropore range. M. of f ic inal i s and
T. alexandrinum also had low porosity and comparative-
ly low rooting density. However pore loss under this
coarse rooted species was not related to macropore
degradation, but to changes in microporosity. The expo-
nential relation between RVD and θs suggests that here
RVD was already high enough to avoid macropore loss
while strong dominance of coarse axes reduced the fine
pore volume.


Horn et al. (1994) and Dexter and Richard (2009)
remarked that formation of structural porosity is
reflected by two processes, enhanced macroporosity as
well as heterogenization of the pore system as a result of
finer intra-aggregate pores. Also Milleret et al. (2009)
reported that root generated structural pores were found
with diameters both smaller and larger than the diame-
ters of penetrating roots. Our results revealed that dis-
tinct pore dynamics were induced by coarse rooted and
fine rooted species once exceeding a lower limit rooting
density. The coarse rooting type of legume species
caused a drift towards higher rm,Kosugi, shifting pore
volume towards the macropore range. The densely
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rooted species with predominantly fine axes enhanced
the heterogenization of the pore system by a dispersion
like increase of σKosugi. Although dense fine rooted
species still had 16 % higher macropore volumes com-
pared to unplanted soil and low density F. esculentum
and S. cereale, the coarse rooted legumes increased
macroporosity by 30 %. In the dense fine rooted species
on the contrary higher σKosugi significantly increased
micropore volume by 18 %. In the coarse rooted species
this pore classes were decreased by 11 %


Figure 7 provides an interpretative framework for
these macroscopic pore dynamics, relying on structure
forming processes that have been describe at the root-
soil interface.


Root and fungal enmeshment constitute the main
binding agent at the macro-aggregate level of soil struc-
ture (Tisdall and Oades 1982; Miller and Jastrow 1990).
Beside this direct effect, also root and fungal exudates
are involved in macro-aggregate stabilization. This sus-
tains the common evidence from field soil survey of a
crumby, loose structure in densely rooted soil (e.g.
Rampazzo and Mentler 2001) and is consistent with


the enhanced (macro)porosity of denser rooted soil in
our study.


Clark et al. (2003, 2008) pointed to the essential role
of root diameter for mechanical root-soil interactions.
While the maximum axial force of roots was similar
among species, root diameter reduced root buckling
when facing mechanical resistance (Clark and
Barraclough 1999). At the field scale coarse and tap
rooted species were reported to be more effective to
alleviate soil compaction (Chen and Weil 2010). In our
study axes thickness was strongly related to rm,Kosugi.
Low frequency of macropores in the PSD indicates that
large pores can result from localized structural changes.
This is consistent with lower rooting densities of coarse
rooted species that still had highest impact in the
macropore range.


Several authors described an increase of soil density
in a zone of 50–200 μm around roots compared to bulk
soil (e.g. Dexter 1987; Dorioz et al. 1993; Whalley et al.
2004). The higher macroporosity under coarse rooted
species seems to contradict these findings and points to
the challenge of scaling between microscopic and


Fig. 7 Dominant processes involved in root induced effects on PSD for different rooting types
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macroscopic phenomena. However, also other studies
(e.g. Holtham et al. 2007; Uteau et al. 2013) described
an increase in macroporosity by coarse legume roots.
Using a pore network model Holtham et al. (2007)
suggested that white clover roots caused local structur-
ing of soil, with more pore throats and more throats
surrounding large pores compared to the finer roots of
ryegrass. This demonstrated how small scale structuring
caused major changes in macroscopic processes.


We suggest that coarse roots with high stiffness in-
duced stronger shifting and re-orientation of soil parti-
cles upon penetration, counteracting a tight packing
between aggregate surfaces and thereby increasing the
inter-aggregate void space. Also disruption of large
macro-aggregates might result in formation of new
inter-aggregate pores (Materechera et al. 1994; Traore
et al. 2000; Pierret et al. 2007). Furthermore higher
diameter roots may have also created larger air gaps
between root and soil in case of drought induced shrink-
age (Carminati et al. 2009). Several studies on biopore
formation in deeper soil layers, mostly focusing on
penetration of compacted or dense zones in the profile,
similarly found higher effect of roots with predominant-
ly coarse root diameter (e.g. Williams and Weil 2004;
Chen and Weil 2010; Perkons et al. 2014).


Root systems with high density and dominance of fine
axes had comparatively lower macropore volumes. Here
however the lower macroporosity was not related to a
loss in total porosity but to a shift towards fine pore
classes. Compared to the coarse systems, large
macropores were decreased by 23 %, while fine micro-
pores increased by 74 %. In case of most root volume
being allocated to fine axes (low rm,root), higher hetero-
geneity of the pore space (high ςKosugi) was observed.
Pore classes that most likely served as preferential growth
paths of roots (r>37.5 µm; Watt et al. 2006; Zobel 2008)
were reduced, while micropore volume increased.


We suggest that flexible fine roots could better use
existing pore space to penetrate the soil. While stabiliz-
ing structure by intense enmeshment, they reduce the
macropore space via direct and indirect in-growth ef-
fects. Scanlan (2009) considered pore division as an
important feature explaining changes in soil hydraulic
properties by reduction of pore radius via root in-
growth. Dense and fine root systems using existing pore
space also provide intense root-soil contact. This en-
hances local drying and capillary driven particle coales-
cence (Kirby and Blunden 1991; Kodikara et al. 1999;
Cockroft and Olsson 2000; Leij et al. 2002). Indeed


there was a strong effect of soil moisture in the fine
rooted species. Root induced drying reduces pore radius
by coalescence of particles (Ghezzehei and Or 2000).
Furthermore drying can lead to formation of macropores
(cracks) as well as micropores (fissures) depending on
clay content, degree of drying and cyclical drying and
re-wetting (Yoshida and Adachi 2001). In our study
intermediate clay content of the soil (24 %) and less
intense drying during autumn probably limited crack
formation. Still the trend to higher microporosity at lower
water content that we noticed points to an important role
of capillary driven coalescence and micro-fissuring in the
depletion zones around roots. The resulting
heterogenization of the pore space (high ςKosugi) with
substantial increase of microporosity was most evident
for species with highest rooting density and volume
allocation to fine axes. For the coarser rooted species,
the relation between ςKosugi and root parameters was
weak. This indicates that other traits not captured by
our sampling method (very fine roots, root hairs, fungal
hyphae) or not related to root morphology (e.g. exuda-
tion, rhizosphere microbes, abiotic effects) were probably
more relevant at the level of micro-aggregation and intra-
aggregate porosity (Six et al. 2004).


Within a broader management context, the impor-
tance of root induced changes of soil pore properties
have been discussed in relation to soil permeability,
penetration of compacted layers and enhanced storage
porosity. The original concept of soil priming was main-
ly oriented to improve cash crop root penetration
through dense soil (Cresswell and Kirkegaard 1995).
Here coarse root systems clearly showed better results
due to higher axial strength (e.g. Williams and Weil
2004; Chen andWeil 2010; Perkons et al. 2014). In case
of intermediate compaction levels, tap rooted crops with
strong root mechanical resistance against buckling
(Clark and Barraclough 1999) and perennial forage
legumes (Lesturgez et al. 2004) can be sufficiently ef-
fective. We consider that inclusion of short growing
cover crops in the rotation should be rather considered
a precautionary than a curative measure for soil com-
paction. Particularly for strong compaction or naturally
hardset horizons, woody species (Yunusa et al. 2002;
Bartens et al. 2008) are be required to effectivly improve
penetrability of these layers for subsequent crops. Be-
yond biopore creation in dense layers, roots can be
targeted as a natural management tool for soil structural
porosity to enhance water holding capacity as well as
saturated hydraulic conductivity. Some crop rotation
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studies (e.g. Dexter et al., 2001) suggested that roots
were directly involved in the improvement of hydraulic
behavior at the field scale. Rasse et al. (2000) showed
the higher macroporosity and saturated hydraulic con-
ductivity as a result of alfalfa root penetration and the
enhanced wet-dry cycles in the rhizosphere. In this
context our results show the important contribution of
cover crops that influence the aggregation process and
thereby influence the formation of a structural pore
network.When targeting an aggregation related process,
also the biochemical binding agents for aggregate for-
mation and stabilization are essential. Liu et al. (2005)
for example showed the causal relation between en-
hanced aggregate stability and organic carbon input by
cover crops. Aggregates underlie a turnover process
which is tightly related to the dynamics of their organic
binding agents (De Gryze et al. 2006). Therefore plant
mediated effects have to be considered was a variable
process over time. This is clearly revealed by the results
of Głąb et al. (2013) compared long-term effects of
different crop rotations They found a significant influ-
ence of crop species on water retention. However the
crop effect was not stable over time and no long-term
rotation effects could be demonstrated.


These results as well as our findings of a root type
dependence of hydraulic properties indicate the impor-
tance of their dynamic description for hydrological
modelling. Green et al. (2003) gave an overview on some
empirical approaches that have been used so far. Or et al.
(2000) and Leij et al. (2002) were the first in suggesting a
physically based model assuming that pore dynamics can
be described with a convection–dispersion like equation.
This model was developed to simulate post-tillage soil
settlement driven by abiotic processes.


Application of the model to root driven pore evolu-
tion revealed two problems. First the model could not
describe evolution towards a higher rm,Kosugi as ob-
served for the coarse rooted species. Second drift and
dispersion shifted a proportion of pore volume to the
lower boundary leading to a strong increase in the
frequency of very fine pore classes. Although this only
slightly affected the predicted pore volume distribution, it
revealed that root induced changes were not described
appropriately. Root influences were obviously limited to
a narrower pore range without affecting very fine textural
pore classes. The diffusion process underlying the model
tended to an equilibration of pore frequency over the
entire radius range and did not reproduce the formation
of a distinct peak in the PSD.Model predictions might be


improved when defining radius dependent drift and dis-
persion terms and appropriate boundary conditions to
better capture the pore range influenced by roots.


Still it is questionable if a diffusion like process (shift
from lower to higher entropy) is adequate to capture the
physics of an actively self-organizing biological root-
microbe-soil system (Young and Crawford 2004) where
energy driven processes lead to a higher order in soil
structure. Compared to an abiotic process, formulation of
a mechanistic model for pore evolution is more challeng-
ing to the higher complexity of a biological system.


Conclusion


Our study addressed the effect of different root systems
on macroscopic pore parameters of the Kosugi PSD
model. Characterization of pore properties was done
by inverse optimization of tension infiltrometer mea-
surements in a field experiment with twelve cover crops
from different plant families. We demonstrated that
plant roots essentially conditioned soil pore properties
via pore stabilization, macropore formation upon coarse
root penetration and pore space heterogenization by
dense fine root growth. Pore stabilization was obtained
by root systems with a minimum density higher 0.5 % of
soil pore volume occupied by plant roots. Comparing
coarse and fine root systems with sufficient density to
avoid pore loss, distinct structure forming processes
were revealed. Formation of macroporosity via a drift
of rm,Kosugi to higher values required coarse root sys-
tems. We suggested that this was mainly the result of
enhanced mechanical resistance of roots against buck-
ling upon soil penetration, leading to shift and re-
organization of solid particles in the rhizosphere and
consequently a looser packing with more void space.
Root systems with high density and strong allocation of
their root volume to fine axes can better make use of
existing pores as preferential growth paths. They in-
duced a dispersion like change in the PSD via an in-
crease of ςKosugi. This significantly increased micropore
volumewhile reducing the volume of larger pores which
were likely used as growth paths. We suggested that
aggregate coalescence and micro-fissuring were main
causes for the higher microporosity. This is sustained by
the influence of soil moisture in addition to root traits.


Our study provides evidence that soil physical qual-
ity can be effectively managed by plant roots. Linking
the distinct macroscopic changes caused by coarse and
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fine root systems with new insights into small scale root-
pore processes is essential to develop quantitative scal-
ing models and thereby provide appropriate predictive
tools for plant based management of soil structure.
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Abstract 


 


The need to reduce the environmental impact of agricultural activities and to control 


degradation of soil structure is one of the main aims of land management, especially in 


vulnerable environments. Intensive cultivation of some agricultural soils can lead to 


deterioration in soil structure and other physical properties of the soil and, consequently, 


decreased crop yields. The most important modifications of soil structure mainly involve 


changes in soil porosity. Therefore, measurements of this physical property can help to 


quantify the impact of management practices on soil. This is now possible because of the 


increasing use and availability of the technique of image analysis which makes possible the 


automated measurement of soil porosity on thin sections or impregnated soil blocks prepared 


from undisturbed soil samples. 


Soil porosity is, therefore, the best indicator of soil structure quality. Quantification of 


the pore space in terms of shape, size, continuity, orientation and arrangement of pores in soil 


allows us to define the complexity of soil structure and to understand its modifications 


induced by management practices. In this way, we can identify those management practices 


that are more compatible with environmental protection. Characterisation of the pore system 


provides a realistic basis for understanding the retention and movement of water in soil. 


Significant correlations have been found between elongated continuous transmission pores 


and hydraulic conductivity that can be useful in the development and improvement of models 


for predicting water movement. Soil porosity shows a strong correlation with penetration 


resistance: a decrease of porosity is generally associated with an increase of penetration 







resistance. The pore shape and size distribution are also strictly related to chemical, 


biochemical and biological properties, like enzyme activity, and root growth. 


 


Key words: Soil Structure, pore size distribution, pore shape, pore continuity, image analysis. 


 


 


Introduction 


 


To evaluate the impact of management practices on the soil environment it is necessary to 


quantify the changes which occur in the soil structure. Soil structure is one of the most 


important properties affecting crop production because it determines the depth that roots can 


explore, the amount of water that can be stored in the soil and the movement of air, water and 


soil fauna. Soil quality is strictly related to soil structure and much of the environmental 


damage to intensively-farmed land such as erosion, compaction and desertification originate 


from soil structure degradation. To quantify soil structural changes following agricultural 


activities, besides traditional measurements such as aggregate stability and hydraulic 


conductivity, pore space measurements are being increasingly used. In fact, it is the size, 


shape and continuity of pores that affect most of the important processes in soils (Ringroase-


Voase and Bullock, 1984). Detailed insight into the complexity of the pore system in soils can 


be obtained by using mercury intrusion porosimetry to quantify pores with equivalent pore 


diameter < 50 µm (micropores) within the soil aggregates (Fiès, 1992). Image analysis on thin 


sections prepared from undisturbed soil samples allows pores > 50 µm (macropores) to be 


quantified, which determine the type of soil structure (Pagliai et al., 1983, 1984). 


Technological and theoretical advances, regarding both sample preparation and image 


analysis, have improved the methods for direct quantification of soil pores. These methods 


allow the quantification of the effects of tillage practices on soil porosity and structure and in 


turn the definition of optimum tillage needs for sustainable agriculture (Mermut et al., 1992; 


Moran and McBratney, 1992). 


 







Quantification of the soil pore system 


 


Soil structure may be defined either as "the shape, size and spatial arrangement of individual 


soil particles and clusters of particles (aggregates)" or as "the combination of different types 


of pores with solid particles (aggregates)". Soil structure has generally been defined in the 


former way and measured in terms of aggregate characteristics. These can be related to plant 


growth only empirically. In fact, it is the pore shape, the pore size distribution and the pore 


arrangement which affect many of the most important processes in soil that influence plant 


developments such as storage and movement of water and gases, solute movements and ease 


of root growth. For this reason measurements of pore space are increasingly being used to 


characterize soil structure. In fact, between the particles arranged singly or in aggregates, 


there is an intricate system of pore spaces on which plant roots, micro-organisms and soil 


fauna depend for the storage and movement of water and air. 


Soil porosity represents the liquid and gaseous soil phases. To characterize the pore 


system it is necessary, first of all, to determine the size distribution and shape of pores 


because the agronomic functions of pores depend on their size and shape. 


With the technique of image analysis it is now possible to characterize soil structure by 


the quantification of soil porosity in all its aspects (pore shape, pore size distribution, 


irregularity, orientation, continuity, etc.) on thin sections, prepared from undisturbed soil 


samples (Bouma et al., 1977, 1982; Murphy et al., 1977a, b; Pagliai et al., 1983, 1984; 


Pagliai, 1988). This morphometric technique has the advantage that the measurement and the 


characterization of pore space can be combined with a visual appreciation of the type and 


distribution of pores in soil at a particular moment in its dynamic evolution. For this analysis 


it is necessary to prepare thin sections of soil following a procedure which consists in taking 


undisturbed soil samples using appropriate tools, containers and techniques taking care that 


the interior structure of the soil samples remains undisturbed. Then the soil samples, carefully 


packed, are transported to the laboratory, dried to avoid pronounced shrinkage phenomena, 


using appropriate methods, e.g. acetone replacement of the water (Murphy et al., 1986), and 


impregnated, under vacuum, with a polyester resin, which has the characteristic of 







polymerising slowly at room temperature without alterating in any way the structure of the 


soil. Practically, this resin fills the pores of the soil. When the soil samples are hardened 


(generally after 4-6 weeks) they are made into vertically- or horizontally-oriented thin 


sections by using appropriate machines (Murphy, 1986). Their thickness is about 30 µm so 


that they can be analysed by the microscope in transmitted light. The size depends on the kind 


of machines available; for porosity measurement a size larger than 6X6 cm is recommended. 


Image analysis can be used not only on soil thin sections but also on polished faces of large 


soil blocks impregnated directly in the field with (fairly cheap) materials such as paraffin wax 


(Dexter, 1988), or plaster of Paris (FitzPatrick et al., 1985), or resin (Moran et al., 1989). 


The soil thin sections are analysed with image analyzers (Murphy, 1977a, b; Pagliai et 


al., 1983, 1984). Two-dimensional images obtained can be transformed into data representing 


three-dimensional area percentages that are representative for three-dimensional volumes. 


Stereology techniques have been applied to achieve this objective (Ringrose-Voase and 


Bullock, 1984; Ringrose-Voase and Nortcliff, 1987; Mele et al., 1999).  


Basic measurements of image analysis on pores include number, area, perimeter, 


diameters, projections, etc., and these are supplemented by derived quantities such as shape 


factors, size distribution, continuity, irregularity and orientation. 


 


Pore shape 


 


The shape factors allow division of pores into different shape groups such as, for example, 


more or less rounded (regular), irregular and elongated pores (Bouma et al., 1977; Pagliai et 


al., 1983). Pores of each shape group can be further subdivided into a select number of size 


classes according to either the equivalent pore diameter for rounded and irregular pores or the 


width for elongated pores. The equivalent pore diameters are calculated from the area of 


regular and irregular pores, while the width of elongated pores is calculated from their area 


and perimeter data using a quadratic equation because it is assumed that elongated pores are 


long narrow rectangles (Pagliai et al., 1984). 







The regular pores are obviously those of a rounded shape and can be distinguished in 


two types according to their origin: the spherical pores formed by entrapped air during soil 


drying and the channels and chambers formed by biological activity (root growth and 


movement of soil fauna). Their distinction on soil thin sections is very evident because 


spherical pores (vesicles, according to Brewer, 1964) have very smooth walls, while channels, 


even though cut in a transversal way on thin section, present rough walls with deposits of 


insect escrements or root exudates. The presence of many spherical pores of the first type 


(vesicles) creates a vesicular structure typical of soils with evident problems of degradation. 


The irregular pores are the common soil voids with irregular walls (vughs, according 


to the micromorphological terminology of Brewer, 1964) and can be isolated (packing voids) 


or interconnected. The dominant presence of these pores produce the typical vughy structure 


(Bullock et al., 1985). In cultivated soils these pores can be produced by the action of soil 


tillage implements. 


Two types of elongated pores can be distinguished, i.e., cracks and thin fissures 


(planes). The former are typical of clay soils with a depleted soil organic matter content and 


they are visible at the surface when the soil is dry and has shrunk. The thin fissures are the 


most important, especially from an agronomic point of view, in fact, they are the typical 


transmission pores. An adequate proportion of this type of pore (over 10% of the total 


porosity) generally creates an angular to subangular blocky structure of good quality. 


Obviously for this to be true it is necessary for these pores to be homogeneously distributed in 


the soil matrix. In fact, for the characterization of these pores by image analysis, it is 


necessary to determine not only their shape and width, but also their length. With the same 


procedure of width determination it is also possible to determine the length of these elongated 


pores, which may reflect their continuity, and it is well known that the flow of water through 


soil depends on the continuity of large pores. Therefore the analysis of pore patterns allows 


the characterization and prediction of flow processes in soils. 


For root growth and water movement not only the size and continuity of elongated 


pores are important but also their irregularity and orientation. The ratio convex 


perimeter/perimeter or convex area/area of elongated pores gives information about their 







irregularity, tortuosity and re-entrancy. As regards water movement, for example, the very 


regular and the moderately regular elongated pores play a different role. The very regular 


elongated pores are flat and smooth pores with accommodating faces, which tend to seal when 


the soil is wet,  thus preventing water movement. In contrast, the moderately regular 


elongated pores have walls, which do not accommodate each other. Therefore, these pores 


permit water movement even when the soil is wet and fully swollen (Pagliai et al., 1984). The 


ratio vertical/horizontal dimensions gives the orientation of elongated pores (Pagliai et al., 


1984). It is easily understandable that many soil processes such as water movement, leaching, 


clay migration, etc., are strongly related to the orientation of pores in soil and these processes 


change radically depending on whether a vertical or horizontal pore orientation is dominant. 


 


Pore size distribution 


 


As already said, to characterize the pore system it is necessary, first of all, to determine the 


shape and size distribution of pores because the agronomic functions of pores depend not only 


on their shape bur also on their size. According to one of the most widely used classifications, 


that of Greenland (1977) reported in Table 1, the very fine pores less than 0.005 µm, called 


"bonding pores", are critically important in terms of the forces holding domains and 


aggregates of primary particles together; pores of less than 0.5 µm are the "residual pores" for 


the chemical interactions at the molecular level; pores which have an equivalent pore diameter 


ranging from 0.5 to 50 µm are the "storage pores", i.e. the pores that store water for plants and 


for micro-organisms; and the pores ranging from 50 to 500 µm are those called "transmission 


pores" in which the movements of water are important for plants, and, moreover, they are the 


pores needed by feeding roots to grow into. The water content when pores larger than 50 µm 


have drained, corresponds to the field capacity of the soil. The wilting point commences when 


most pores larger than approximately 0.5 µm have emptied. 


Pores larger than 500 µm can have some useful effects on root penetration and water 


movement (drainage), especially in fine-textured soils. However, a high percentage of this 


latter type of pore (above 70-80% of the total porosity) in soils is usually an index of poor soil 







structure, especially in relation to plant growth. This is because surface cracks, which develop 


after rainfall, when the stability of soil aggregates is poor, belong to this size class (Pagliai et 


al., 1981, 1983). Until now the necessary proportion of large pores for air and water 


transmission and easy root growth has generally been inadequately defined. In fact, adequate 


storage pores (0.5-50 µm) as well as adequate transmission pores (50-500 µm) are necessary 


for plant growth (Greenland, 1981). 


Characterization of the soil pore system by image analysis of thin sections can give 


detailed information about soil structural conditions, moreover if climate, agronomic and 


management data are known, an evaluation of soil physical vulnerability is possible. Hence, 


the soil pore system can be considered a good indicator of soil quality, nevertheless, as for 


other indicators, threshold values have to be known. 


According to the micromorphometric method, a soil can be classified as follows where 


the total porosity represents the percentage of area occupied by pores larger than 50 µm per 


thin section (Pagliai, 1988): 


 


Soil very compact when total porosity is <5% 


Soil compact when total porosity is 5-10% 


Soil moderately porous when total porosity is 10-25% 


Soil highly porous when total porosity is 25-40% 


Soil extremely porous when total porosity is >40% 


 


A total macroporosity of 10% is considered to be the lower limit for good soil 


structural condition, anyway, only the complete evaluation, both quantitative and qualitative, 


of the soil pore system can produce exhaustive information on actual soil quality. 


 


Relationships between soil porosity and water movement 


 


The relationships between pore size distribution and soil water content are expressed by the 


capillary model, while the relationships between pore size distribution and water movement at 







specific water potentials have been developed in terms of several physical equations and 


models (Marshall, 1958; Childs, 1969). 


The main limitation of these models is due to the assumption of the cylindrical shape 


of pores or the spherical shape of soil particles. The development of micromorphological 


techniques together with image analysis allow the improvement of such models. For example, 


Bouma et al. (1977) developed a method based on the preparation of undisturbed soil 


columns, saturated and then percolated with a 0.1% solution of methylene-blue that is 


adsorbed by the soil particles on the pore walls. Then vertical and horizontal thin sections are 


prepared. Pores are divided into three shape groups as already explained and then the pore 


size distribution is determined. For the planar elongated pores the total area, the area of the 


blue-stained pore walls, and their lengths, and the spatial distribution of the widths and 


lengths of the pores with blue-stained walls are determined. Particular attention should be 


paid to the measurement of the width of the necks of elongated pores because the hydraulic 


conductivity is determined by the necks in the flow system. Following this procedure the 


hydraulic conductivity (Ksat) can be calculated as proposed by Bouma et al. (1979). Further 


studies of Bouma (1992) confirmed that morphological information on the soil pore system is 


essential for the realization of water flux models. 


The evolution of software for image analysis, that enables the acquisition of precise 


information about shape, size, continuity and arrangement of pores in soil, permit the 


simplification of the modelling approach. For example, Figures 1 and 2 show highly 


significant correlations between elongated pores and hydraulic conductivity. Such correlations 


are more significant when the porosity formed by elongated pores is lower. 


Combined with image analysis, the use of fractal and fractal fragmentation models can 


help to characterize the geometry of a porous medium in relation to transport process (Kutilek 


and Nielsen, 1994). For example, the model of fractal fragmentation leads to a better 


understanding of relationships between aggregation, n-modal porosity and soil hydraulic 


properties.  


  







Relationships between soil porosity and penetration resistance 


 


Several studies of the effect of compaction caused by wheel traffic on porosity and structure 


of different types of soils have shown strong correlations between soil porosity and 


penetration resistance (Pagliai et al., 1992; Marsili et al., 1998). Fig. 3 shows a good 


correlation between porosity, measured by image analysis on soil thin sections, and 


penetration resistance in the surface layer (0-10 cm) of both compacted (porosity values 


below 10%) and uncompacted areas. The decrease of porosity in compacted areas was 


associated with an increase of penetration resistance. 


 


Relationships between soil porosity and some chemical and biochemical properties 


 


It is well known that soil structural quality depends strongly on interactions with organic 


matter. Micromorphological techniques can give useful contributions in studies dealing with 


interactions between organic matter and soil structure by means of the microscopic 


examination of soil thin sections. Fig. 4 shows the accumulation of organic matter distributed 


as coatings along the walls of elongated pores. These coatings on pore walls can effectively 


seal pores from the adjacent soil matrix, thus stabilizing the pore walls against the destructive 


forces of water and assuring the functionality of the pores. These favourable conditions, with 


respect to soil structure, are not permanent. In fact, when the organic matter is totally 


decomposed and mineralized it loses its capability as a cementing substance, therefore the 


pore walls collapse and close the pore. These observations illustrate the possibility of 


correlations between soil porosity and some chemical and biochemical soil properties. For 


example, Sequi et al. (1985) and Pagliai and De Nobili (1993) have found a linear correlation 


between soil porosity represented by pores ranging from 30 to 200 µm equivalent pore 


diameter, and the activity of soil enzymes, like urease (Fig. 5). Such relationships between 


pore size and enzyme activity were confirmed by Giusquiani et al. (1995) in soils treated with 


compost. 







 


Relationships between soil porosity and root growth 


 


Soil structure modifications such as the decrease of soil porosity and the increase of 


penetration resistance following compaction may hamper root growth besides reducing water 


infiltration. This aspect was studied in a grassed sandy loam soil in a peach orchard 


(Pezzarossa and Pagliai, 1990). The porosity and root density were measured down to a depth 


of 50 cm in the areas compacted by the continuous wheel traffic for all management practices 


(pesticide treatments, harvesting, etc.) and in the adjacent inter-row areas. Results are 


summarized in Fig. 6. 


The large reduction of porosity in the 0-20 cm layer of the compacted areas is evident, 


while in the 20-30 cm layer porosity increased, even though its value remained lower than in 


uncompacted areas. The root density, measured by image analysis and expressed by root 


length per cm3 of soil (Pezzarossa and Pagliai, 1990), showed the same trend: in the 0-20 cm 


layer of the compacted areas it showed a value about three times lower than in the same layer 


of adjacent uncompacted areas. In the 20-30 cm layer, where the effect of compaction was 


smaller, the root density increased showing approximately the same value as in uncompacted 


soil.  


Similar results were obtained in a previous study where no-tillage and conventional 


tillage were compared in a clay loam soil under viticulture (Pagliai and De Nobili, 1993). The 


distribution of the roots in the Ap horizon showed a higher root density in the no-tilled soils 


than in those which were conventionally tilled, following the same trend of the distribution of 


elongated transmission pores (50-500 µm). This finding confirmed the importance of 


transmission pores for root development. Therefore for the soil examined in that investigation, 


no-tillage systems seemed to be more appropriate in maintaining favourable soil porosity by 


preserving the elongated transmission pores which facilitate good root development.  







 


 


Conclusions 


 


The characterisation of the soil pore system gives essential indications about soil quality and 


vulnerability in relation to degradation events mainly connected with human activity. Such a 


characterisation is especially useful in the study of the relationships between soil physical, 


chemical and biochemical properties and provides a realistic basis for understanding water 


retention and water movement in soil. In fact, the quantitative evaluation of water movement 


and solute transport along the macropores opens new horizons in the modelling of these 


phenomena. This is one of the new approaches in the study of soil since up to now water 


movement in macropores has not been adequately considered. Some traditional concepts of 


soil physics need to be reconsidered or modified: for example, the concept of available water 


for plants should be associated with the concept of accessible water. 


The characterisation of soil pore system, by means of image analysis on thin sections, 


can provide basic information for the study of soil. The major disadvantage of this technique 


is that the preparation of soil thin sections is both difficult and time consuming. However, 


many public and private laboratories are now equipped for the preparation of soil thin sections 


and the development of improved computer software has made the analysis of the images 


easy. 


When the obstacle of the acquisition of soil thin sections is overcome, it will be 


possible to benefit from the full potential of this technique, most importantly to quantify the 


changes in soil structure following human activities. Therefore, on the basis of the acquired 


experience, it is possible to go deep into the analysis of soil thin sections in relation to aspects 


of water movement. The quantification of the size, continuity, orientation and irregularity of 


elongated pores allows the modelling of water movement and solute transport, or, at least, 


allows the prediction of the changes which can be expected following soil structural 


modifications, or following soil degradation due to compaction, formation of surface crusts, 







etc. The quantification of the damage caused by degradation processes also makes it possible 


to predict the risk of soil erosion. 
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Table 1 - Classification of soil pores according to their size. Modified from Greenland (1977). 
 


___________________________________________________________________________ 
Equivalent                 Water 
diameter            Potential            Name 
µm (10-6m)           (bar) 
___________________________________________________________________________ 
      <0.005 >-600  Bonding space 
 0.005 - 0.5           -600 / -6  Residual pores 
   0.5 - 50            -6 / -0.06  Storage pores 
    50 - 500        -0.06 / -0.006  Transmission pores 
      >500 <-0.006  Fissures 
 







 


 
 
Fig.1 – Correlation between soil porosity, formed by elongated pores, and saturated hydraulic 
conductivity in the surface layer (0-10 cm) of compacted and uncompacted areas of a clay 
soil. 
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Fig. 2 – Correlation between soil porosity, formed by elongated pores, and saturated hydraulic 
conductivity in the surface layer (0-10 cm) of a loam soil cropped with maize. 
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Fig. 3 – Correlation between soil porosity and penetration resistance in the surface layer (0-10 
cm) of a clay loam soil. 
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Fig. 4 – Macrophotograph of a vertically-oriented thin section. Organic materials can be seen 
clearly as coatings on pore walls. Plain light; pores appear white. Frame size 5 mm. 
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Fig. 5 - Correlation between soil porosity in the range 30-200 µm and urease activity (µmol 
ammonium release h-1 g-1 soil) in the surface layer (0-10 cm) of a clay loam soil. 
 
 







 


 
 
Fig. 6 – Effects of soil compaction, caused by wheel traffic of machines in a peach orchard, 
on soil porosity expressed as a percentage of the area occupied by pores larger than 50 µm per 
thin section (on the left) and on root density expressed as root length/cm3 (right). 
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